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ECKERT BIRTHDAY CONVOCATION
A convocation marking the 75th birthday of Dr. E.R. G. Eckert will be held on September 17, 1979 at the University

of Minnesota. Dr. Eckert is a world authority in the field of heat transfer and was one of the prime movers in the emergence
of modern heat transfer science. The convocation will encompass a full day of technical lectures as well as social and
ceremonial events. All members of the heat transfer community are invited, and information may be obtained from
Professor Emil Pfender, Department of Mechanical Engineering, University of Minnesota, Minneapolis, Minnesota
55455.

M. M. Pim~nta
Department of Mechanical Engineering

Unlversidade de Sao PaulO, Brasil

R. J. Moffat
Department of Mechanical Engineering,

Stanford Unlverslly,
Stanford, Calif. 94305

Mem.ASME

W. M.,Kays
Dean, School of Engineering,

Stanford Unlverslly,
Stanford, Calif. 94305

Fellow ASME

The Structure of a ~undary Layer
on a Rough Wall with Blowing
and Heat Transfer
A regular, deterministic, rough surface was tested at four velocities from Uta 40 mis, with
and without blowing, to evaluate the Stanton number and friction factor characteristics.
Hat-wire data 'were taken to document the turbulence components, the Reynolds stresses,
and the turbulent heat flux. Data are presented concerning the streamwise development
of the mean and fluctuating components, and the effect of blowing. Correlation coeffi
cients and mixing lengths were deduced from the hot-wire data and are also presented.
While the mean velocity data showed only two allowable states for the boundary layer
(laminar and "fully rough"), the turbulence structure indicated a third: "transitionaUy
rough". Distributions of u'v'IU T

2 and v't'lu,t, are similar, except for high blowing (F =
0.004). The turbulent Prandtl number lies between 0.85 and 1.0 for the entire layer, and
a mixing length constant of K = 0.41 describes the data with good accuracy for all velocities
and all values of blowing tested.

Introduction

There are many situations of engineering importance in which there
is heat transfer to or from a permeable, rough wall: ablating rocket
nozzles and blast tubes, porous liners for gas turbine combustion
chambers, transpiration-cooled turbine blades, nose-tips on re-entry
vehicles, and-in the study of flame spread-the behavior of a py
rolyzing wall ahead of an advancing flame front. The heat transfer
in each case is determined by the distributions of velocity and tem
perature and the transport mechanisms within the boundary layer.
These are, in turn, affected by both the roughness of the surface and
by the injection of fluid through the wall.

Predictions of heat transfer rate can be made at any of several levels,
which might be categorized as correlations, integral methods, or dif
ferential methods. The categorization depends upon the forms of the
input and output information required and produced by the method.
Current emphasis is on development ofdifferential predictors, which
require phenomenological rate equations describing the transport
processes within the boundary layer and produce, as their output, the
distributions of velocity and temperature and, sometimes, the dis
tribution of turbulence quantities also. These ancillary outputs are
frequently used, during the development of predictor programs, as
diagnostics to determine whether or not the program is proceeding
satisfactorily. One generally desires to have diagnostics available to
at least one level higher than the phenomenon being predicted.

Objective
The experiments reported here are aimed at documenting the de

tails of hydrodynamic and heat transfer behavior in a turbulent
boundary layer on a rough wall with blowing. The data are intended
to be lIsed to provide inputs to and to test the validity of prediction
methods using either "mixing length" or "turbulence kinetic energy"
types of closures.

Contributed by the Heat Transfer Division and presented at the AIAA
ASME Thermophysics and Heat Transfer Conference, Palo Alto, California,
May 24~26, 1978.

Revised manuscript received at ASME Headquarters August 28, 1978. Paper
No. 78-HT-3.

Journal of Heat Transfer

Apparatus and Procedure
Fig. 1 shows the apparatus used in these experiments. Built by

Healzer [1), it is a closed-loop, variable-speed tunnel using ail' at ap
proximately atmospheric conditions both for the main flow and the
injected fluid. The test section is 0.5 m wide, 0.1 m high and 2.44 m
long. The upper wall can be adjusted to maintan uniform static
pressure in the tunnel. The lower surface is the test plate.

Since the measurement of turbulence quantities uS\Jally required
eight to ten hours, control of the mainstream air temperature was
critical. Specialprecautions were taken to provide a cooling system
of large thermal capacity, to reduce temperature drift to less than
0.15°C during an IJxperiment.

The main air ciJfcuit contains a heat exchanger, a filter, a screen box
(four layers of 401mesh screen, 3 cm apart), and a smooth approach
nozzle with a cont'raction ratio of 19.8 to 1. A small auxiliary blower
maintains the static pressure in the test section equal to the ambient
pressure; to prevent leaks.

The test surface consists of 24 plates, each 0.1 m in the flow direc-

Fig. 1 The roughness apparalus
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tion and 0.46 m wide, supported on a rigid aluminum structure. Each 
plate is 12.7 mm thick and consists of 11 layers of copper balls, each 
1.27 mm in diameter, brazed together into a rigid, uniformly perme
able wall [1, 2]. Fig. 2 shows a close-up of the surface. The surface is 
regular and deterministic, which may affect the structure of the tur
bulence. The crests of the spheres forming the test surface are co
planar and aligned with the smooth surface of the approach nozzle. 

Each of the 24 segments is equipped with an electrical heater and 
is thermally isolated from its neighbors so its heat transfer rate can 
be calculated by energy balance means. Temperature-controlled 
transpiration air is metered individually to each plate. 

Mean velocities, turbulence quantities, and temperature fluctua
tions were measured with hot wire anemometers, using both a hori-
zontal wire (U, T, u'2, /?2, and u't') and a rotatable 45 deg slant wire 
(u'v', u'w', v'w', V'2, w'2, v't'). The probes and techniques used are 
consistent with the recommendations of [3-8]. Calibration of the wires 
was done in a variable velocity, variable temperature free-jet facility. 
For a fixed wire resistance, R.,,, the results were expressed as 

E2 
Rw _ R(T) - F(U) (1) 

following Sandborn [9] and Orlando [7]. Results showed no errors as 
large as 1 percent when using a four-term polynomial for flU) over 
the range of temperatmes from 60 to 90°F. Fluctuation measurements 
can be made in non-isothermal flows, but the signal must be regarded 
as having two components 

oe oe 
e' = -u' + -t' (2) 

ou ot 
as shown by Sandborn [9], Corrsin [10], and Fulachier and Dumas [11]. 
It. was assumed that the dynamic response to fluctuations was the 
same as the steady state response to mean values; i.e., 

oe OEI oe OEI 
oU = aU T and M = oT u (3) 

The same pJ'obe was used for velocity and for temperature measure
ments, by switching between two separate anemometers: one of 
constant temperatme and one of constant current. This reduced 
positional ambiguity. Values of t' were corrected for conduction effect 
following Maye [4]. Values 0[V'2, W'2 and u'v' were measured with the 
technique of Fujita and Kovasny [12] also used by Andersen [6] and 
Orlando [7]. Values of v'w' and u'w' were found to be less than 1 
percent of u'v' in every location and, in subsequent data processing, 

Fig. 2 Close-up photograph of the lest rough surface 

were set to zero for simplicity. The v't' correlation was measmeci using 
the technique of Arya and Plate [13], also described by COl'l'sin [10] 
and Orlando [7]. Values of u'v' needed in that interpretation were 
borrowed from isothermal data for the same flow conditions. 

The test section velocity was shown to be uniform within ±.16 
percent with a turbulence intensity of less than 0.4 percent (based 
upon ~/U =). Spanwise variation of the momentum thickness was 
less than ±3 percent across the central one-third of the span, mea
sured at the exit of the test section. 

Stanton numbers measured in the present work agreed with pre
vious results by Healzer [1] within ±.OOOI units, and his procedmes 
were used throughout. Friction factor values measured here are about 
10 percent below Healzers, and were based upon the measured tur
bulence stresses near the wall, extrapolated to the wall by: 

cf -U'i/(y) U(y) Vo 

2 U=2 U=2 
(4) 

This follows the precedent of Andersen [6]. Healzer based his values 
on momentum tbickness variations, and the present results are felt 
to be more precise. 

Mean velocity profile data were compared with expectations for 
a dense array of spherical caps of ks = 0.78 mm (ks = .62 d), as rec
ommended by Schlichting [14]. The value of ~u+, the shift in the log 

_________ ~oIIlenclature ________________________________________________________________________ __ 

A = constant used in calibrating hot-wire 
probes (equation (5)) 

c = specific heat at constant pressure 

Cr/2 = friction factor, gcTo = Cr p=U=2 
2 

e*' = fluctuating component of voltage out of 
the constant current anemometer 

e' = fluctuating component of voltage out of 
the constant temperature anemometer 

E = voltage output of hot-wire anemome
ter 

P = blowing fraction, F '" Povol P= U = 
F = constant used in. calibrating hot-wire 

probes (equation (5)) 
gc = gravitational constant 
G = mass velocity, G = (pU)w 
G = Clauser shape factor (equation (9)) 
h = heat transfer coefficient 
H = Karman shape factor 
ks = equivalent sand-grain roughness size 
q2 = turbulence kinetic energy, q2 = u'2 + V'2 

+ W'2 

/' = radius of the balls forming the surface 
Rw = resistance of the wire, as driven by the 

anemometer 
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R(T)= resistance of the wire, at air temper-
ature 

St = Stanton number, St = hlGc 
T = mean temperature 
TT = shear temperature, TT = (To - T=) 

Stv' Cr/2 
t' = fluctuation in temperature 

. U = mean velocity in the x direction 
V = mean velocity in the y direction 
u' = fluctuation in stream wise velocity 
v' = f1uctuation in normal velocity 
w' = fluctuation in spanwise velocity 
u+ = dimensionless velocity, u+ = [llu T 

UT = shear velocity, UT = VgcTO/p 
U=(vC,/2) 

vo = velocity of injected fluid, perpendicular 
to the wall 

x = stream wise distance, from the beginning 
of the rough plate 

y = distance perpendicular to the wall 
(3 = pressure gradient parameter (equation 

(9)) 
Ii = boundary layer thickness 

lh = displacement thickness, 

02 = momentum thickness, 

02 = r = ~ X (1 - ~) dy 
Jo p=U= U= 

Li2 = enthalpy thickness, 

Li2 = --X --- dy Sa w pU (T-T=) 
o p=U= To-T= 

II = rotational position of slant wire, deg 
K = mixing-length constant 
p = density 
TO = wall shear stress 
.". = pi 
(-) = Time-averaged value of ( 
( )0 = value of ( ) evaluated at the wall 
( )y = value of ( ) evaluated at the eleva-

tiony 
)= = value of ( ) evaluated in the free 

stream 
0(3) = terms neglected are of order 3 in the 

perturbation 
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region, agreed very well with the predicted form 

u+ = J.... ln (1'.-) + 8.5 
.41 ks 

(5) 

as shown in Fig. 3. The value of y is measured from the crests of the 
balls (coplanar). The same value was deduced for the equivalent 
sandgrain roughness, for all locations and all velocities, to within the 
accuracy with which ks can be determined based upon friction factor 
measurements. 

The Experimental Data 
The data presented here cover several levels of information: Stanton 

number and friction factor, mean velocity and temperature, turbu
lence quantities, and turbulence conelation parameters. Streamwise 
development is recorded by showing two axial locations, velocity 
dependence by use of three different free stream velocities, and the 
effects of blowing by two additional sets. 

Stanton Number and Friction Factor. Stanton number data 
are reported for each of the 24 segments of the test section. Friction 
factor measurements were made, using the slanted hot wire, at six 
locations spaced 0.3 m apart. 

Figs. 4 and 5 show the Stanton number and friction factor in "fully 
rough" coordinates, St versus 6.2/r and CI/2 versus 02/r. Stanton 
number data fOl" all three velocities are well represented by a single, 
compact group, for no blowing. Blowing reduces Stanton number, 
changing the slope and level of the data trend, as previously shown 
by Healzer [1]. Friction factOl" data are less coherent, with the data 
for 15.85 m/s ly.ing slightly below the data for the higher velocities. 
Blowing reduces the friction factor, but seems not to alter the slope 
of the data trend, only the level. 

The largest value of 6.2/1" which occurred naturally at 27 m/s was 
10. The data for 6.2/1" larger than 10 were obtained by blowing through 
the first 1.2 m of test plate to thicken it, and allowing the thickened 
layer to relax into a normal state as it proceeded downstream. This 
technique was introduced by Healzer, also fOl" the purpose of artifi
cually thickening the layer. The data show that an unblown span of 
0.3 m suffices to return the data to the accepted rough-wall correla
tion. 

Mean Velocity. Fig. 6 shows the mean velocity, U/Uoo, versus 
y /<>2, the distance above the crests of the balls made dimensionless 
by the momentum thickness of the boundary layer. Data are shown 
for four velocities (11, 16, 27, and 40 m/s nominal) and represent seven 
different axial stations from x = 0.36 m to 2.18 m. Three situations 
exist. 

A laminar boundary layer. FOl" 11 m/s, a natural transition 
occurred between 1.0 and 1.3 m. Upstream of transition the mean 
velocity profile could be shifted to fall exactly on the classical Blasius 
profile for a laminar boundary layer by the addition of 0.13 mm to the 
y value. Monin and Yaglom [15] discussed a systematic way of locating 
the "virtual wall location" which sharply discriminates for small shifts. 
Their method, applied to the present turbulent data, requires ay-shift 
of 0.15 mm for the fully rough situation, regardless of velocity. There 
is uncertainty in the shift, of the order of ±.01 mm; hence, the hueristic 
observation of a need for a y-shift of 0.13 mm in.the laminar regime 
is in good agreement with the requirement for 0.15 mm in the fully 
rough, turbulent state. 

A fully rough turbulent boundary layer. For 11 m/s down
stream of x = 1.3 m and for all higher velocities for all measuring 
stations, the same profile of mean velocity applies in "outer coordi
nates", i.e., y /02. The boundary layer seems to have only two states, 
as far as mean velocity is concerned: classically laminar and fully 
rough. This is probably related to the uniformity of the roughness 
elements on the present surface. One might expect distributed particle 
sizes and shapes to result in a mOl"e versatile boundary layer. 

A fully rough turbulent boundary layer with blowing. One set 
of data is shown for F = 0.004 at 27 m/s. This is a typical result. For 
the same velocity, F = 0.002 displaces about half as much downward 
as did F = 0.004. The shape of the profile is the same; the wall join 
point has simply been depressed. 

The present data for no blowing are in excellent agreement with 
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the wake function of Coles [16], as have been the results of othere (i.e., 
Hama [17], Moore [18], and Perry, et al. [19]), with 

U 00 - U 1 y 1r { (y)} ---=-In-+- 2- W-
U T Al Ii Al Ii 

(6) 

using the Coles values of W(y/Ii). The unblown data also follow 
Clauser's equilibrium-defect profiles. For the present case, since the 
flow is not accelerating, (3 = 0 and the Clauser shape factor, G, should 
be about 6.7. 

G = vCr/2 roo (Uoo - U)2 dy (7) 
Ii! Jo U T 

The Clauser shape factor, G, and the Karman shape factor, H = li!ili2, 
are related through 

1 
H=----== 

1- GvCr/2 
(8) 

All of the velocity profiles from the present study satisfy this rela
tionship within the uncertainty of Cr/2. 

Values of H ranged from 1.53 to 1.45 over the length of the test 
plate, for all unblown profiles measured except those in the purely 
laminar condition shown in Fig. 6. 

Healzer [1] reported signs of a laminar sublayer inboard of y/li2 = 
0.024 at a velocity of 9.75 m/s. The profile location was x = 1.5 m, 
which was only 0.2 m downstream of the transition. No trace is visible 
at 15.85 m/s at y/li2 = .035, the closest point reached in the present 
study, for any x. 

Mean Temperature. Fig. 7 shows the mean temperature plotted 
against the mean velocity. In these coordinates, the same linear re
lationship exists for all velocities and for all values of blowing. Ex
trapolation of the line to the location of U /U 00 = 0 (the virtual wall 
location) shows a value of Tw - T/Tw - Too of aboutO.l0 for all con
ditions. This indicates existence of a region near the wall (inside the 
location where U/Uoo '" .15) where heat transfer is limited compared 
to momentum transfer, requiring a sharper temperature gradient. It 
is believed that this "temperature jump" represents a region where 
all heat transfer must be by conduction, while the pressure-velocity 
correlation can transfer momentum. The fact that the correlation 
between T and U is straight suggests that the turbulent Prandtl 
number is sensibly constant. This is an observation which is borne out 
in Fig. 14. 

One reason for sequentially measuring T and U with the same wire 
in the same location was to decrease the uncertainty in the value of 
aT/aU which is needed for evaluation of the turbulent Prandtl 
number. 

Turbulence Measurements. Klebanoff's values for the distri
bution of turbulence components in a boundary layer on a smooth wall 
[20] are used to provide reference lines in the present work. They are 
shown as dashed lines in Figs. 8 and 9. The free stream turbulence in 
the present tunnel was about 004 percent, compared to 0.03 percent 
for Klebanoff's work. This effect is not large compared to the points 
of interest to be noted in the present data. 

Fig. 8 shows the u', Vi, and Wi components of turbulence normalized 
against the friction velocity, U T • Two axial' measuring stations were 
used, x = 0.97 m and x = 1.88 m, to show the stream wise development. 
Free stream velocity was 15.85 m/s. With respect to Klebanoff's lines, 
the present data show high values in the middle and outer regions, 
and higher overall levels. The "upturn" in ~/un which is char
acteristic of the smooth wall, is noted in the rough wall data as well, 
for this velocity. 

Fig. 9 shows the same type of data for 39.62 m/s. The'u ' data for 
each velocity shows a pronounced drop near the wall, in the location 
where the smooth wall data and the rough wall data for 15.85 m/s show 
the sharp rise. In all other respects, the data for 39.62 m/s are similar 
to those of 15.85 m/s. Outboard ofy/Ii = 0.1, the data are nearly con
gruent for all three velocities tested. The "downturn" was also present 
at 27.13 m/s. 

The salient characteristics are: 
The values of ~/UT drop sharply near the wall (inside y/o 

= 0.1) for data taken at 27.13 and 39.62 m/s. This may be a distin-' 
guishing characteristic of fully rough flows. 

The values of vf72/u T rise sharply near the wall (inside ofy/o 
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= 0.1) for data taken at 15.85 m/s. This may be a characteristic of a 
transitionally rough boundary layer, since it resembles the smooth 
plate behavior reported by Klebanoff. 

The levels of turbulence are higher, everywhere in the layer, for 
~ rough wall flow than for a smooth wall flow, even when normalized 
on the shear velocity. 

These data seem to contradict Hinze's remarks [21] on the data of 
. Corrsin, et al. [22], which showed U T to be a normalizing parameter 

that would make the smooth and rough data outboard of y /Ii = 0.2 look 
the same. 

Fig.JO shows the effect on the turbulence components of blowing 
through the surfaces with F = 0.004. The free stream velocity of 27.63 
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mls seems to produce typical fully rough behavior of the turbulence 
components. The data are normalized by U ro not by Un which would 
emphasize the differences. All three components display a drop near 
the wall, but the shapes of their profiles are different. With blowing, 
the u' profile peaks at about y Iii = 0.1, while v' and w' peak between 
yin = 0.25 and ylli = 0.3. 

Fig. 11 shows values of~/Tn without blowing, for three veloc
ities and two x-locations to display the streamwise development and 
the onset of the fully rough state. Reference data from Orlando [7] and 
Fulachier and Dumas [11] are shown to establish the expectation 
values for smooth wall behavior. The data of Orlando were recalcu
lated to take out a numerical error in the conduction loss term, as 
described by Pimenta [23]. Fulachier's data did not reach into the high 
"bulge" inside yin = 0.1. This is the counterpart of the rise in u' near 
the smooth wall. At 15.8 mls on the rough wall, the bulge is still visible, 
though greatly reduced, while at 27.13 mls only a trace remains. 

Fig. 12 shows the effect on temperature fluctuation of blowing 
through the rough wall. The data are normalized on the overall tem
perature difference rather than on T p Use of T, would expand the 
differences shown. 

Fig. 13 shows the dimensionless values of turbulent shear stress, 
-u'v'lu,2, and turbulent heat flux, v't'lu,Tn versus ylli. Data are 
shown for three different velocities, two different x-locations, and 
three values of blowing. Both the shear stress a~d heat flux had at
tained invariant profiles within the first 1 m of run for all three ve
locities tested. There is little to be seen as far as streamwise devel
opment is concerned. The data for v't'lu,T, might be judged to lie 
3-4 percent below -u'v'lu,2 in the inner region (inboard ofylli = 0.3) 
and 3-4 percent above in the outer region (outboard of ylli = 0.7), but 
considering the uncertainty in measurement, not much reliance 
should be placed in such small differences. Blowing seems to separate 
the profiles of shear stress and heat flux. At F = 0.002 the heat flux 
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data lie slightly above the shear stress data, outboard of y 18 = 0.5. At 
F = 0.004 the two profiles are widely different, with the heat flux 
25-30 percent above the shear stress everywhere. 

Fig. 14 shows correlations calculated from the turbulence mea
surements, with and without blowing. 

Turbulent Prandtl number. The same distribution applies for 
all velocities tested, and both without blowing and with blowing, up 
to F = 0.004. The turbulent Prandtl number is between 0.95 and 1.0 
near the wall, and drops linearly to 0.8 on the outer edge. No values 
of Prt greater than 1.0 were measured. The data points nearest the 
wall were at y 18 = 0.05. 

Turbulent Prandtl number was calculated from directly measured 
values by the following form: 
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-u'v' aT 
Prt =-=---

v't' aU 
(9) 

Since T and U were measured sequentially, by the same probe at the 
same location, there is much less uncertainty in the value of oT/aU 
than by previous techniques used to get this derivative. Overall, the 
uncertainty in Prt is felt to be ±18 percent, at worst. 

• LL'u'IW -R, the correlation coefficient between longitu
dinal and normal velocities. The same distribution applies for all 
velocities both without and with blowing up to F = 0.004. A value of 
0.45 accurately represents all of the present data from the rough wall, 
just as it represents the smooth wall data. 

-~/q 2, the Reynolds stress normalized on turbulence kinetic. 
energy. A value of 0.14 is maintained over most of the layer. This is 
the same value used in smooth wall work, and yet it describes the 
present. data for all velocities tested, both with and without blow
ing. 

u't'/Q2 #Z, the correlation coefficient between normal 
velocity and temperature. The value is between 0.55 and 0.60 at the 
wall, rising to between 0.60 and 0.70 near the outer ed&:£:.. 

• Note: The correlation coefficient -u't' l~ v't'2 was mea
sured and found to lie between 0.6 and 0.8 for all cases. There was no 
tendency for the correlation to be higher near the wall, as reported 
by Johnson [24]. 

The Prandtl mixing length was deduced from mean velocity and 
shear stress data. From the nearest data point to the wall (0.18 mm) 
out to (y + 6.y)/b = 0.15, the mixing length agreed with I = 0.41 (y + 
6.y) within experimental error for all velocities, with and without 
blowing. The value of 6.y was 0.15 mm, following the technique of 
Monin and Yaglom, and was the same for all velocities and all values 
of blowing (F = 0,0.002, and 0.004). 

Discussion and Conclusions 
The term fully rough may have to be applied piecemeal to the 

various descriptors of a turbulent boundary layer. In the present re
sults: the Stanton number data and the mean velocity profile for 16 
m/s and even for 11 m/s are typical of fully rough behavior, yet the 
distl'ibution for ~/uy for 16 m/s is distinctly different from the 
fully rough distribution. 

As far as mean velocity profiles are concerned, the results show only 
two allowable states (fully rough and laminar) for the boundary layer 
on the surface used here. The uniformity of size and arrangement of 
the balls making up the surface may have essentially eliminated the 
transitionally rough domain. 

The profiles of mean temperature and mean velocity show that 
t.here is a layer very near the wall which could be modeled as a tem
perature step, responsible for about 10 percent of the temperature 
drop across the boundary layer, regardless of velocity or blowing 
fraction. 

The fully rough state for the turbulence kinetic energy was found 
to have a sharp drop in vf:!2/u y in the very near-wall region, where 
smooth-wall data show a sharp rise. In addition to the drop near the 
wall, the turbulence tended to remain high farther out into the layer, 
even when made dimensionless on u y. The shapes of the distributions 
for fully rough and smooth are distinctly different, even considering 
the outer region alone. 

Evidence of a transition ally rough state for the turbulence kinetic 
energy was found in the form of a sharp rise in vf:!2/u y inside of y /0 
= 0.1 for a relatively low tunnel velocitv (15.8 m/s). For all runs shown, 
the correlation coefficient -u'v' /,j'(J2 . .J;l2 has a value of 0.45 in a 
fully rough boundary layer, even with blowing, and a normalized stress 
-U'v'/q2 of 0.14. These are the same values used in smooth-wall 
work. 

The Prandtl mixing length displays a broad inner region of constant 
K = 0.41, just as does a smooth layer, even with blowing. 
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Effect of Finite Width on Heat 
Transfer and Fluid Flow about an 
Inclined Rectangular Plate 

~fc . 
X Wind tunnel experiments were performed to study the heat transfer and fluid flow char

acteristics for finite-width rectangular plates inclined at various angles of attack to an 
oncoming airflow. Plates having ratios of spanwise width to streamwise length of 0.4 and 
2.5 were employed, and the angle of attack was varied from 90 deg (normal incidence) to 
25 deg. The Reynolds number range extended from about 20,000 to 90,000. The naphtha
lene sublimation technique was used in the transfer coefficient determinations, and the 
fluid flow patterns adjacent to the plate were made visible by the oil/lampblack tech-
niquejThe flow field was found to be highly complex and three dimensional, with stronger 
three-dimensional effects in evidence for the narrow plate. A stagnation zone, centered 
in the plate cross section at normal incidence, moved forward and ultimately disappeared 
as the plate was inclined at smaller angles of attack. The dimensionless heat (mass) 
transfer coefficient, expressed in terms of the Colburn j-factor, varied as the square root 
of the Reynolds number for all angles of attack, both for the narrow and the wider plates. 
For the wider plate, the transfer coefficients are completely independent of the angle of 
attack in the rangft investigated, while for the narrow plate there is an overall variation 
of twenty percen&tfin algebraically simple correlation of all the results, accurate to ±10 
percent, is given to facilitate their use in applications such as the wind-related heat loss 
from flat plate solar collectors."") 

Introduction 

There is an extensive literature dealing with boundary layer flow 
and heat transfer for a flat plate oriented at an angle of attack to an 
oncoming stream. This literature includes, for example, the well-
known wedge-flow solutions and their many variants. Almost without 
exception, these studies have been analytical in nature and were 
concerned with plates that are of infinite extent in the spanwise di
rection, so that the flow is two-dimensional. On the other hand, the 
few available heat transfer experiments [1, 2] for inclined flat plates 
were performed with surfaces of finite span, although in [1] baffles 
were affixed to the lateral edges with the view of avoiding three-
dimensional effects. The experiments of [2] were carried out with 
square plates and were, therefore, involved with three-dimensional 
flows. Heat transfer coefficients measured in those experiments were 
found to be insensitive to the angle of attack over a wide range of 
angles. 

The present experiments were undertaken to investigate in greater 
depth the effect of finite span on the heat transfer and fluid flow 
characteristics for a flat plate inclined at an angle of attack to an air 
stream. To this end, rectangular plates having two different ratios of 
span to streamwise length were employed. One of these, to be desig
nated as the narrow plate, had a span/length ratio of 0.4, whereas the 
second had a spanAength ratio of 2.5 and will be called the moderately 
wide plate (or, for brevity, the wider plate). 

These plates and their angular orientations are illustrated in Fig. 
1. The pair of diagrams in the upper part of the figure show the wider 
plate. At the left, the plate is orientated normal to the oncoming flow 
which streams from right to left along the XO axis. By a rotation about 
the OY axis, as portrayed at the right, the plate is inclined relative to 
the flow direction. The inclination is specified via the angle of attack 
a, where a = 90 deg corresponds to normal incidence. The narrow 
plate is shown in the lower pair of diagrams, respectively in the normal 
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Fig. 1 Schematic views of the wider and narrow plates, upper and lower 
diagrams, respectively. The airflow is in the direction of XO 
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and inclined orientations. Again, the inclination is specified via the 
angle of attack a. 

If the oncoming stream is uniform and extends over a cross section 
that is much larger than that of the plate, then at normal incidence 
(a = 90 deg) both plates have identical flow and heat transfer char
acteristics. As the plates are respectively inclined and a decreases, 
the difference in their spans begins to assert itself. Thus, for example, 
the flow field for the narrow plate should be more three dimensional 
than that for the wider plate, and this should give rise to differences 
in the heat transfer characteristics. 

The research encompasses both heat transfer experiments and flow 
visualization. The former were actually performed with mass transfer 
rather than with heat transfer, and the mass transfer coefficients were 
converted to heat transfer coefficients via the well-established analogy 
between the two processes. Specifically, the mass transfer experiments 
involved the sublimation of naphthalene. The advantages of the 
naphthalene technique, relative to direct heat transfer experiments, 
lie in the absence of extraneous losses via structure and supports, 
easier attainment of boundary condition uniformity, and generally 
higher accuracy. The heat transfer boundary condition analogous to 
that of the mass transfer experiments is uniform wall temperature. 

To determine the patterns of fluid flow adjacent to the plate sur
face, the oil/lampblack flow visualization technique was employed. 
The flow-pattern traces tattooed on the surface by the shear stresses 
exerted by the air stream were photographed and are presented here. 
These photographs show both streak lines which are indicative of the 
flow direction and homogeneous black regions which correspond to 
stagnation zones. Especially noteworthy among the photographic 
results is the progression of positions and shapes of the stagnation 
zone as the orientation of the plate is varied from normal to various 
inclinations. 

The experiments were performed for angles of attack between 90 
and 25 deg for both the narrow and wider plates. At each angle of at
tack, the Reynolds number was varied between 20,000 and 90,000. 

The presentation of the heat (mass) transfer results will be con
cerned with the sensitivity of the transfer coefficients both to the angle 
of attack and to the ratio of the span to the streamwise length. The 
correlation of the results for different span/length ratios involves the 
selection of an appropriate characteristic dimension, and two candi
date characteristic dimensions will be examined. In connection with 
this correlation effort, comparisons will be made between the present 
rectangular-plate results and those for square plates [2]. 

Before proceeding with the description of the experiments and the 
results, brief mention will be made of one of the motivating applica-
tions,namely, the wind-related heat losses from the cover plate of a 
solar collector. In [2], it was shown that the heat transfer coefficients 
that have been conventionally employed for the calculation of these 
heat losses are both inappropriate to the application and numerically 
in error. The coefficients that were measured and correlated in [2] 
possess the requisite accuracy but are based on square plate experi
ments. Since present day collectors tend to be rectangular rather than 
square, it is relevant to generalize the correlation of [2] to rectangular 
plates and to test the effectiveness of the generalization—as will be 
done later. 

T h e E x p e r i m e n t s 
Apparatus and Experimental Procedure. The experiments 

were performed in a low-turbulence, subsonic wind tunnel (turbulence 
level ~0.2 percent) having a test section with a 61 X 30.5 cm (2 X 1 ft) 
rectangular cross section. Operation of the tunnel was in the open-
circuit mode with naphthalene-free air drawn into the test section 

from the laboratory room and naphthalene-laden air discharged 
outside the building. The velocity range available in the test section 
ranged from about 4.5 to 24 m/s (15 to 80 ft/s). 

The naphthalene plates employed in the experiments were made 
by a casting process Utilizing a two-part mold fabricated from stainless 
steel. Molten naphthalene was poured into a mold cavity bounded 
by a highly polished flat plate and a hollowed-out plate. The un-
molding process was performed in such a way that the naphthalene 
surface that had been formed adjacent to the polished plate was ex
posed while the remainder of the casting remained housed in the 
hollowed-out plate. Thus, after unmolding, the hollowed-out plate 
served as a cassette for the naphthalene test plate. The cassette was 
subsequently mounted in the test section of the wind tunnel and 
oriented so that the exposed naphthalene surface faced the airflow. 

To ensure that the oncoming flow would not be diverted by edge 
bluntness, all four edges of the cassette were beveled. The bevel angle 
(i.e., the included angle between the naphthalene face and each bev
eled edge) was 20 deg. The back side of the cassette was equipped with 
a fixture which mated with a sting that was suspended from the ceiling 
of the wind tunnel. The fixture enabled the adjustment of the incli
nation of the plate relative to the flow direction, thereby facilitating 
the setting of the angle of attack a (Fig. 1). 

When viewed head-on, the naphthalene test surface may be seen 
to be framed by a thin border which is part of the cassette. The 
naphthalene plate and its framing border constituted a 5.08 X 12.7 
cm (2 X 5 in.) rectangle, which corresponds to an aspect ratio of 1:2.5. 
The width of the border was about 0.19 cm (0.075 in.). 

The cassette and mold employed here bear a filial relationship to 
those used in [2]. Consequently, the photographs shown in Figs. 2-4 
of [2] provide potential assistance in visualizing the present test ap
paratus. 

The temperature of the naphthalene test plate was sensed by a pair 
of copper-constantan thermocouples positioned just beneath the 
exposed surface. These thermocouples, which entered the cassette 
via its rear surface, were cast in place. The thermocouples had been 
carefully calibrated and, during a data run, their outputs agreed to 
within a few hundredths of a degree. A similar thermocouple, posi
tioned just downstream and above the plate, measured the air stream 
temperature. The thermocouple emfs were measured at two-minute 
intervals during a data run and recorded by a digital millivoltmetef. 
The velocity in the test section of the wind tunnel was measured by 
a retractable L-shaped impact tube in conjunction with a wall static 
tap. 

The rate of naphthalene sublimation from the test surface was 
determined by weighings of the test element (i.e., the naphthalene 
plate and its cassette). The weighings were accomplished with a 
Mettler analytical balance having a capacity of 200 g and a smallest 
scale reading of 0.1 mg. 

For each data run, a new naphthalene plate was cast using fresh (i.e., 
previously unused) reagent grade naphthalene. Subsequent to casting, 
a sequence of steps similar to those described in [2] was followed to 
ensure that the naphthalene plate attained a uniform, steady tem
perature during the data run. This concern about temperature is 
engendered by the fact that the vapor pressure of naphthalene, the 
driving force for mass transfer, is quite sensitive to temperature (about 
10 percent change per 1°C). Care was also taken as in [2] to minimize 
and correct for any uncertainties in mass transfer during the setup 
and disassembly of the experiment. 

A typical data run for determining mass transfer coefficients en
compassed the aforementioned steps plus several others. These in
cluded the weighing of the test element immediately before the run, 

.Nomenc la ture* , 
A = surface area of plate 
C = circumference of plate 
j = /'-factor, equations (2) and (3) 
K = mass transfer coefficient, 

ml(pnw - pn„) 
L* = characteristic dimension 
m = surface-average mass transfer rate 

Pr = Prandtl number 
Ren — Reynolds number based on L* 

V(4/x)A 
ReL = Reynolds number based on L* 

4A/C 
Sc = Schmidt number 

U„ = free stream velocity 
a = angle of attack, Fig. 1 
n = kinematic viscosity 
Pnw — naphthalene vapor concentration at 

plate surface 
pn-

 = naphthalene vapor concentration in 
free stream 
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its installation in the wind tunnel and exposure to the air stream for 
A preselected period of time, removal of the element at the end of the 
run followed by immediate weighing. Typical wind tunnel exposure 
times ranged from 25 to 50 min, depending on the Reynolds number, 
with naphthalene mass transfers in the range of 140 mg. 

Flow Visualization. The patterns of fluid flow adjacent to the 
surface of the test plate were made visible by employing the oil/ 
lampblack technique. According to this technique, the test surface 
is coated with a thin film of a lampblack and oil mixture and then 
exposed to the airflow. Under the action of the shear stresses exerted 
by the air on the surface, the mixture is caused to flow along the sur
face in the flow direction. The result is a pattern of streaks which re
veal the path of the air as it passes over the surface. In a stagnation 
region, the oil and lampblack mixture remains as it was initially ap
plied, so that a black region without streaks is indicative of stagnation 
conditions. 

The consistency of the mixture must be such that it flows readily 
under the action of the surface shear stresses, yet it must not be so 
fluid that it is all blown off the surface. For the present experiments, 
it was found that a twelve to one mixture (weight proportion of oil to 
lampblack) gave satisfactory results; the oil was a red manometer 
fluid. To enable a succession of consecutive runs to be made without 
having to renew the surface, the exposed face of the plate was covered 
with a sheet of white plastic-coated contact paper. 

With the proper mixture consistency, the flow pattern traces, once 
established, remained stable. This enabled the plate to be removed 
from the wind tunnel and photographed head-on, with side lighting 
by flood lights employed to attain greater sharpness. The photographs 
were taken with Tri-X film. 

Data Reduction. The determination of the average mass transfer 
coefficients from the measured data follows a pattern similar to that 
of [2], so that only an overview need be given here. The mass mea
surements before and after a data run, used in conjunction with the 
timed duration of the run and the surface area of the naphthalene 
plate, yield the surface-averaged mass transfer rate rho By ratioing 
ril with the difference in the naphthalene vapor concentrations at the 
surface and in the free stream, the mass transfer coefficient K is ob
tained 

rh 
K=---

Pnw - Pn ro 
(1) 

In the present experiments, there was no naphthalene vapor in the 
free stream so that Pnw is zero. The wall concentration Pnw is obtained 
by first evaluating the naphthalene vapor pressure from the Bogin 
equation (3) and then using the perfect gas law (molecular weight of 
naphthalene = 128.17). 

For the dimensionless form of the mass transfer coefficient; the 
Colburn i-factor was selected because it facilitates the application 
of the analogy between heat and mass transfer. The i-factor for mass 
transfer is 

i = (K/V w )Bc2/3 (2) 

where Vw is the free stream velocity and Bc is the Schmidt number 
(~2.57 for the present experiments). For heat transfer, the i-factor 
is 

(3) 

According to the analogy, the i-factors for heat and mass transfer are 
equal. 

The i-factor results will be parameterized by the Reynolds num
ber 

where L * is a characteristic dimension that will be specified in the 
course of the presentation of results. 

Results and Discussion 
In the presentation of the results, attention will first be given to 

visualization photographs and their interpretation, after which the 
heat (mass) transfer results will be presented and discussed. This 
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ordering was chosen because the insights gained from a knowledge 
of the fluid flow patterns are helpful in understanding the trends ill 
the heat transfer results. 

Fluid Flow Patterns. Photographs of the traces of the fluid flow 
adjacent to the plate surface are presented in Figs. 2 and 3 for the 
wider and the narrow plates, respectively. These traces were made 
visible by the oil/lampblack technique, the application of which was 
described earlier in the paper. All of the flow visualization rullS were 
made fora common value of the Reynolds number equal to about 
50,000 (the characteristic length L' appearing in REi will be discussed 
later). Fig. 2 contains a succession of four photographs arranged one 
above the other. These photographs are ordered, from bottom to top, 

Fig. 2 Fluid flow patterns for the wider plate. From bottom to top, a '= 90, 
65, 45, and 25 deg; ReL - 50,000 

Fig. 3 Fluid flow patterns for the narrOW plate. From lelt to' right, a = 90, 65, 
45, 35, and 25 deg; ReL - 50,000 
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according to decreasing values of the angle of attack: 90 (normal im
pingement), 65,45, and 25 deg. For angles of attack less than 90 deg, 
the results correspond to orientations in which the lower edge of the 
plate is thrust forward into the direction of the wind as illustrated in 
Fig. 1, upper right. 

The flow patterns for the narrow plate are displayed via the five 
photographs that are arranged side by side in Fig. 3. The photo at the 
left is for normal impingement (a = 90 deg) and, proceeding from left 
to right, the successive photographs correspond to a values of 65, 45, 
35, and 25 deg. In common with Fig. 2, the a < 90 deg results displayed 
in Fig. 3 correspond to plates inclined so that the lower edge is thrust 
forward into the direction of the oncoming airstream. 

Attention will first be directed to Fig. 2. For the case in which trie 
plate is situated normal to the flow (lower photo), there is a rectan
gular stagnation zone (i.e., the black region) centered in the plate cross 
section. Surrounding the stagnation zone are streak lines indicating 
that the fluid adjacent to the plate surface is flowing outward toward 
the respective edges. The three-dimensional effects engendered by 
the finite span are clearly evidenced by the lateral flows directed 
toward side edges. 

As the plate is inclined and the angle of attack is decreased from 
90 to 65 deg, the stagnation zone migrates toward the forward part 
of the plate (Fig. 2, second photograph). Forward of the stagnation 
zone, the fluid adjacent to the plate flows upstream toward the leading 
edge, even though the freestream flow moves downstream. There 
continue to be significant three-dimensional effects as the flow fans 
out from the right- and left-hand ends of the stagnation zone toward 
the lateral edges. 

With a further decrease of the angle of attack to 45 deg, the stag
nation zone shrinks to a thin line situated just downstream of the 
leading edge. Careful inspection of the third photograph in Fig. 2 in
dicates that there is a narrow region between the stagnation zone and 
the leading edge where the flow moves upstream. It also appears that 
the three-dimensional effects (i.e., lateral flows) are confined to a 
somewhat narrower region adjacent to the side edges than at the larger 
angles of attack. As the angle of attack is decreased still further to 25 
deg, the stagnation zone appears to have become coincident with the 
leading edge. Furthermore, the extent of the three-dimensional ef
fects, as measured by the width of the regions of lateral flow, has 
definitely diminished. 

Thus, there are a number of significant changes in the flow field that 
occur as the orientation of the wider plate is varied from normal in
cidence through a sequence of inclinations. Among these, the most 
prominent are the forward movement and ultimate disappearance 
of the stagnation zone, the evolution of the longitudinal flow from one 
having zones of upstream motion and downstream motion to one 
having only downstream motion, and the diminution of the extent 
of the three-dimensional effects. 

Consideration may now be given to the flow patterns for the narrow 
plate, Fig. 3. The normal impingement case is represented by a pho
tograph (at the extreme left) which is identical to that in Fig. 2 (lower 
photo), but turned through an angle of 90 deg. Therefore, the char
acteristics already identified for the latter are also applicable to the 
former. The second photo in Fig. 3 shows the flow pattern for a plate 
at a 65 deg angle of attack. The stagnation zone is now situated in the 
forward part of the plate and is triangular in form (albeit somewhat 
skewed). Between the stagnation zone and the leading edge, anarrow 
region of upstream flow persists. Perhaps even more noteworthy is 
the dominance of the lateral flow. Indeed, except for a narrow corridor 
along the longitudinal axis and a small region near the trailing edge, 
there is little evidence of longitudinal flow (i.e., flow in the direction 
of the free stream). 

The decrease of the angle of attack to 45 deg (third photo) causes 
further forward migration and diminution of the stagnation zone, with 
its triangular form being maintained. Although the lateral flow con
tinues to be dominant, the longitudinal component is somewhat more 
in evidence. These trends are further accentuated as the angle of at
tack is successively decreased to 35 and 25 deg (fourth and fifth 
photos). The stagnation zone appears to coincide with the leading edge 
and the longitudinal component of the flow is more in evidence. 
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Furthermore, there is a tendency for the lateral flows to retreat toward 
the side edges, leaving a central corridor for the longitudinal flow. 

By comparing the characteristics of the flow patterns for the narrow 
plate with those for the wider plate, it appears that the qualitative 
trends are common to both. However, it is important to note that at 
any angle of attack, the three-dimensional effects are much more in 
evidence for the narrow plate. Thus, for example, at the 25 deg angle 
of attack, the lateral flow continues to be a dominant feature for the 
narrow plate but is confined to narrow edge-adjacent regions for the 
wider plate. 

The flow-pattern characteristics discussed in the foregoing are 
corroborated by those identified in [4] for a square plate inclined at 
various angles of attack to an oncoming airstream. Qualitatively 
speaking, the square-plate results are intermediate between those for 
the narrow plate and the wider plate. 

Since much has been said about edge-related flow patterns, it is 
opportune to illuminate their impact on the heat (mass) transfer 
coefficients. To this end, results borrowed from [4] are presented in 
Fig. 4. Although these results are for a square plate, their qualitative 
behavior should be applicable to the rectangular plates studied 
here. 

Fig. 4 is subdivided into left and right-hand parts. Each part depicts 
half of a square plate, the other half being omitted by virtue of sym
metry. In each part, contour lines are drawn showing the ratio of the 
local to the average heat (mass) transfer coefficient. The left-hand 
part is for normal impingement (a = 90 deg) while the right-hand part 
is for an angle of attack of 25 deg, with the lower edge being thrust 
forward in the direction of the oncoming flow. The results correspond 
to a Reynolds number of about 80,000 (based on the side of the square 
as the characteristic dimension). 

Turning first to the case of normal impingement, it is seen that the 
lowest heat transfer coefficients occur in the central region of the 
plate, that is, in the stagnation zone. The coefficients increase in the 
radial direction from the center to the edges. This direction of increase 
coincides with the direction of flow along the plate, thereby implying 
a decrease in the boundary layer thickness from the center of the plate 
toward the edges. The thinning of the boundary layer is believed to 
occur as the radially outflowing streamlines are pressed toward the 
plate surface by the freestream flow which passes beyond the edges 
of the plate. 

The results for the 25 deg angle of attack (right-hand diagram) 
indicate the continued prominence of the edge-region heat transfer 
coefficients that was noted for normal impingement, although the flow,, 
patterns for the two cases are quite different. The high coefficients 
that are in evidence in the forward part of the plate (i.e., near the lower 
edge) are due to the developing boundary layer. In the neighborhood 

Fig. 4 Contour lines of constant local heat (or mass) transfer coefficient, 
relative to the plate average, for a square plate (from [4]). Left-hand diagram: 
a = 90 deg; righthand diagram, a = 25 deg 
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of the trailing edge, the boundary layer is thinned as the streamlines 
are pressed against the surface, as in the normal impingement case. 
The relatively high coefficients that occur adjacent to the side edges 
are also due to thinning of the boundary layer. This thinning has been 
experimentally demonstrated [5, 6] for flow along a flat plate aligned 
parallel to the free stream and should also occur for inclined 
plates. 

It can be expected that the edge-region heat transfer coefficients 
for rectangular plates will also be relatively high. 

The Characteristic Dimension. The heat (mass) transfer 
coefficients will be presented in dimensionless form via the j -factor. 
As can be verified from equations (2) and (3), the ./-factor does not 
contain a characteristic dimension. There is, however, a characteristic 
dimension in the Reynolds number (equation (4)), and a suitable se
lection must now be made. In considering the make-up of the char
acteristic dimension, it is apparent that the surface area A of the plate 
must somehow be involved. In addition, in view of the just-demon
strated relatively high rates of heat (or mass) transfer adjacent to the 
edges, the circumference C of the plate should also be considered. The 
simplest combination of A and C which yields a length dimension is 
the ratio A/C. For purely cosmetic reasons, a factor of four may be 
included (so that the characteristic dimensions for a square and a 
circle are, respectively, the side and the diameter). Thus, we define 

L = 4A/C, ReL = LL(4A/C)A (5) 

In support of this selection, mention may be made of its successful 
application in another problem which, although seemingly unrelated, 
shares some common features with that studied here. In [7], natural 
convection was studied for upward-facing heated plates including 
circles, rectangles with aspect ratios ranging from 1:1 to 7:1, and right 
triangles having various included angles. The heat transfer results 
for all of these cases were successfully brought together by the use of 
A/C as the characteristic length. The common bond between the 
natural convection problem of [7] and the present problem is that both 
are characterized by relatively high coefficients adjacent to the 

Another candidate characteristic length, alternative to that of 
equation (5), can be defined via a geometric mean. If Li. and L2 are 
the sides of a rectangular plate, then 

L* = VZJ^= VI (6) 

where A = LiL 2 is the area of the plate surface. The L* defined by 
equation (6) can be interpreted as the side of a square plate whose 
surface area is equal to that of the rectangular plate. If, for cosmetic 
purposes, a factor V i / r is introduced into equation (6), the resulting 
L* can be interpreted as the diameter of a circle whose area equals 
that of the rectangle, since 

L* = V(4/jr)A or TTL*74 = A (7) 

The presence or absence of the multiplying factor V4/7T will have no 
effect on the correlating capabilities of the geometric-mean charac
teristic length. We have chosen to retain the factor and to designate 
the L* of equation (7) as an effective diameter. Correspondingly, the 
Reynolds number will be evaluated as 

Re f l = LL V(4/ir)A/v (8) 

In the initial presentation of the heat transfer results, where at
tention is focused on the effect of Reynolds number and inclination 
angle, either Re/, or Reo can be employed without affecting the nature 
of the results. Later, the correlating capabilities of the two charac
teristic lengths with regard to different plate aspect ratios will be 
examined. 

Heat (Mass) Transfer Results. The heat (mass) transfer results 
for the narrow and the wider plates are presented in Fig. 5 in the right 
and left-hand diagrams. The ;'-factors are plotted as a function of the 
Reynolds number Re£, with different data symbols being employed 
to parameterize the various angles of attack between 25 and 90 
deg. 

If attention is first turned to the results for the wider plate, it can 
be observed that the heat transfer coefficients are fully independent 

of the angle of attack in the range investigated. This finding appears 
to be all the more remarkable when viewed against the backdrop of 
the flow visualization photographs of Fig. 2, where significant changes 
in flow pattern are in evidence. On the other hand, the insensitivity 
is not completely unexpected, since the square-plate results of [2] 
showed only a slight sensitivity to angle of attack (~4J/2 percent de
crease over the range from a = 90 to 25 deg). 

A least-squares straight line has been passed through the data; its 
equation is 

j = 0.939ReL" (9) 

It is evident from the figure that the line is an excellent representation 
of the data. It may also be noted that for the square plate, the least 
squares fit of the data gives ;' = 0.927Rez,"1/2, which differs from 
equation (9) by about a percent. 

Consideration will now be given to the results for the narrow plate 
(right-hand part of Fig. 5). Since the results for the 90 deg case (circles) 
are common to both the narrow and the wider plates, it follows that 
the narrow-plate heat transfer coefficients tend to lie below those for 
the wider plate. The figure shows that there is an orderly pattern 
whereby the narrow-plate results lie successively lower as the angle 
of attack decreases from 90 deg. The decrease in the transfer coeffi
cient is rather slow at first (e.g., the 65 deg results are only slightly 
different from the 90 deg results) but becomes more rapid as a de
viates more and more from 90 deg. The overall spread in the data is 
about 20 percent, and while this is not large by many standards it is 
significant compared to the total insensitivity to angle that was dis
played by the wider-plate results. 

The aforementioned decrease of the transfer coefficient is believed 
due to the development of a region of low transfer situated near the 
aft end of the plate. As a decreases toward 0 deg, any fluid which 
reaches the aft end must first have traversed the fore part of the plate. 
However, owing to the relative ease with which fluid can escape from 
the plate, and its friction forces, via the side edges, relatively little fluid 
reaches the aft end. Furthermore, as a decreases, the streamlines are 
less and less pressed toward the trailing edge by the free stream flow. 
Both these factors are believed to contribute to the decrease in the 
transfer coefficient with decreasing angle of attack. 

A least-squares fit of the narrow plate data yields 

: 0.870ReL -1/2 (10) 

with deviations of +8 percent and -12 percent. While this correlation 
is not as pleasing as that for the wider plate, it is altogether satisfactory 
for engineering applications. 

As a final remark with respect to Fig. 5, it should be noted that the 
data for each angle of attack and for both plate widths are represented 
by a relation of the form ;' ~ Re~1/2. Whereas the Re~1/2 dependence 
can be established by analysis for flow over a two-dimensional flat 
plate and at a stagnation region, such a dependence has not heretofore 
been documented for rectangular plates of finite span and finite 
length. 

The correlation of the results for the various aspect-ratio plates will 
now be considered, including the narrow and wider rectangular plates 
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of the present investigation and the square plate of [2], Since the 
correlation equations for the latter are already in the literature, they 
will be used as a basis for comparison with the present results. 

Fig. 6 compares the square-plate correlation equations with the 
results for the wider plate. In [2], the square-plate correlation is ex
pressed as 

; = 0.947 R e L - 1 / 2 and j = 0.905R6L-1/2 (11) 

where the first equation is for a = 90 and 65 deg, and the second is for 
a = 45 and 25 deg. The comparison is shown in the upper part of the 
figure—at the left for the 90 and 65 deg angles and at the right for the 
45 and 25 deg angles. The former comparison indicates virtually exact 
agreement, while the latter shows an average deviation of less than 
four percent. Furthermore, as noted in connection with Fig. 5, the 
global correlation (equation (9)) of the data for the wider plate differs 
by only about one percent from its square-plate counterpart. It can 
thus be concluded that the characteristic dimension defined by 
equation (5) is highly effective in bringing together the results for the 
square plate and the wider rectangular plate. 

A similar comparison, but made on the basis of the Reynolds 
number Reo, is shown in the lower part of Fig. 6. To enable a compact 
presentation, the quantity j / 2 is plotted rather than ;' itself. The 
square-plate equations, when rephrased in terms of Rer>, are 

;' = 1.006ReD-1/2 a n d / = 0.961ReD-1 / 2 (12) 

respectively for a = 90 and 65° and for 45 and 25 deg. Clearly, the 
correlation of the two geometries is not as effective as with the 
Reynolds number Re/,. 

Next, attention will be turned to Fig. 7 and to the narrow-plate 
results. The structure of the figure is identical to Fig. 6, and the 
straight lines are the square-plate correlations, equations (11) and 
(12). Since these lines are common to the two figures, they also provide 
a convenient reference for comparing the results for the narrow and 
wider plates. 

From Fig. 7, it is seen that the Re/, representation satisfactorily 
correlates the square- and narrow-plate results for a = 90,65, and 45 
deg. For smaller angles, there is an increasing deviation (up to about 
15 percent) between the two geometries. The Reu representation 
provides a better correlation at the smaller angles (deviations about 
10 percent at a = 25 deg) but not quite as good at larger angles. 

If comparisons are made between Figs. 6 and 7, the narrow and 
wider-plate results are seen to be in very good agreement for a = 90, 
65, and 45 deg. Furthermore, these results correlate well with those 
for the square plate when the Re/, representation is used. For angles 
less than 45 deg, the data for the three geometries tend to spread, with 
those for the wider plate lying highest, the square plate next, and the 
narrow plate lowest. The overall spread at a = 25 deg is slightly in 
excess of 20 percent. 

Thus a geometry-independent correlation (based on Re/,) appears 
to exist for angles between 90 deg and 45 deg, but at smaller angles 
there are imperfections in the correlation on the order of 20 per
cent. 

As a final matter, it may be noted that possible wind-tunnel 
blockage effects were not considered in the evaluation of the velocity 
£/„ which appears in both j and in Re. At a = 90 deg, the cross-sec
tional blockage due to the plate was about 3V2 percent, while at a = 
25 deg the blockage was about iy2 percent. If a blockage correction 
were made based on a velocity increase proportional to the blocked 
area, then the j , Re correlation for a = 90 deg would have been shifted 
by about two percent and that for a = 25 deg by about one percent. 
In view of the smallness of these shifts and the uncertainties of 
blockage corrections, it was judged that no correction was warrant
ed. 

Concluding Remarks 
With regard to the solar collector application that was discussed 

at the beginning of the paper, there is need for a predictive equation 
having a simple form and a minimum number of parameters. In 
particular, since the wind direction is a timewise variable and is often 
not known with certainty, an equation involving an angle dependence 
would not find wide application. Furthermore, an equation which does 

Fig. 6 Comparison between the results for the wider rectangular plate and 
the square plate of [2] 

O.OIO 

0.008 

0.0O2 

2x10* 3 4 6 8 10' 
Re, 8 Re„ 

2x10* 3 4 6 8 10° 
Re, a Re„ 

Fig. 7 Comparison between the results for the narrow rectangular plate and 
the square plate of [2] 

not include a parametric dependence on aspect ratio would be re
garded with favor. Since neither the angle nor the geometry effects 
have been found to be large, the aforementioned simplicity criteria 
can be fulfilled. 

As a global correlation equation, we propose 

= 0.86ReL-1/2 (13) 

with ReL defined by equation (5). This equation represents the 
present results and those of [2] for angles of attack between 90 and 
25 deg, with maximum errors of ±10 percent. The numerical constant, 
0.86, was calculated by averaging the constants C obtained from 
least-squares fits (j = CRe~1/2) passed through the highest and lowest 
sets of data. 
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Combined Heat and Mass Transfer 
in Regenerators with Hygroscopic 
Materials 
[Simultaneous heat and mass transfer in periodic-flow heat and mass exchangers, or re
generators, with hygroscopic matrix materials has been analyzed. The coupled heat and 
mass transfer equations are derived for boundary-layer controlled heat and mass transfer 
and include longitudinal heat conduction in the matrix. A numerical method of the finite-
difference type is applied to the steady-state performance. Results for a water vapor-air 
mixture show the influence of matrix heat and moisture capacities on temperature and 
humidity efficiencies. Distributions of air temperature, air humidity, matrix temperature 
and adsorbent moisture content are calculated in drying as well as recovery operations.) 

Introduction 

Periodic-flow heat and mass exchangers, or regenerators, with 
hygroscopic matrix materials are used in a variety of applications. 
Periodic-flow exchangers transfer heat and adsorbates cyclically from 
one fluid stream to a matrix and then from the matrix to the other 
fluid stream. In chemical engineering, cyclic sorption operations in 
fixed beds or matrices (with valves in order to alternate the fluid 
streams) are common and can be considered as sorptive regenerators. 
Adsorption drying of industrial gases by means of silica gel is an ex
ample of this type. 

In air conditioning, regenerators with hygroscopic matrix materials 
are used both for heat and moisture recovery and for dehumidification 
of moist air. In the recovery case the total heat or enthalpy regenerator 
has high matrix capacity for heat as well as moisture, while in the 
dehumidification case, the regenerative dehumidifier has low matrix 
heat capacity and high matrix moisture capacity. These devices are 
usually in the form of a rotating matrix with two axial counter-flow 
streams and are often called rotary exchangers or dryers. 

The sizing of regenerative dehumidifiers is usually based upon 
adiabatic sorption analysis in porous media. The inlet condition of 
the process stream flowing adiabatically through the porous medium 
in equilibrium has been suddenly changed and the time response of 
the adsorbate concentration in the outlet stream has been determined. 
This approach gives satisfactory predictions for regenerative de-
humidifiers only if the entire bed is in equilibrium with the inlet fluid 
at the end of each period. However, since this condition results in 
reduced dehumidifying efficiency, it is not often satisfied in practice. 
Several authors [1-3] have assumed thermal and sorption local 
equilibrium between fluid and bed in the adiabatic sorption system, 
in order to obtain uncoupled differential equations describing the 
coupled heat and mass transfer problem. Other authors [4-8] have 
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without this assumption solved the resulting coupled non-linear 
differential equations for adiabatic sorption by finite-difference 
methods. Later, the equilibrium method has been applied to total heat 
regenerators and regenerative dehumidifiers [9]. 

The present study of regenerators with hygroscopic matrix mate
rials is concerned with the air-conditioning cases. However, the 
analysis is applicable to regenerators in other fields. The theoretical 
analysis is applied to the steady-state behavior, where the cyclic op
eration is continuously repeated. Each period, hot and cold, of the 
regenerator is described by equations similar to the equations which 
describe adiabatic sorption without the equilibrium assumption. The 
coupled heat and mass transfer equations are derived for boundary-
layer controlled heat and mass transfer, and include longitudinal heat 
conduction in the matrix solid. The set of non-linear differential 
equations are solved for both periods of the regenerator by a finite-
difference method similar to the method, which has been used by the 
present author [10] in studying the heat and mass transfer in regen
erators with non-hygroscopic matrix materials. The solutions of the 
two periods are coupled together with the boundary conditions of the 
matrix. In particular, the simultaneous heat and mass transfer is 
analyzed for different values of the matrix heat and moisture capac
ities, that is from recovery to drying operations. 

Theoretical Analysis 
In the total heat regenerator, heat is transferred from the hot air 

to the matrix,.is stored in the matrix material and is subsequently 
transferred to the cold air. The moisture of the hot air is transferred 
by adsorption to the matrix as long as the bulk absolute humidity of 
the hot air is greater than the absolute humidity of the hot air in 
equilibrium with the adsorbent. Since water will be condensed out 
of the hot air, the moisture content of the adsorbent will increase. The 
adsorbed water is then evaporated into the cold air as long as the 
absolute humidity of the cold air in equilibrium with the adsorbent 
is greater than the bulk absolute humidity of the cold air. The heat 
release accompaning the adsorption tends to increase the matrix 
temperature change caused by the heat transfer. 
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In the regenerative dehumidifier, the heat transfer from hot to cold 
air is small, due to the low matrix heat capacity. The moisture of the 
cold air is adsorbed by the matrix as soon as the absolute humidity 
is greater in the bulk air than in the air in equilibrium with the ad
sorbent. The moisture content in the adsorbent will thus increase. The 
released heat, will raise the temperatures of the adsorbent and the cold 
air stream. On the hot air side, the matrix then will be reactivated in 
the sense that the adsorbed water is evaporated into the hot air 
stream. The temperatures of the adsorbent and the hot air stream 
decreases, since the heat of adsorption is expended in evaporating the 
condensate. 

The differential equations describing the simultaneous heat and 
mass transfer in a regenerator will be considered for a typical efement 
of a rotor matrix (Fig. 1). Although Fig. 1 shows an axial-flow type of 
rotary exchanger, a typical element can be selected in the same way 
for a radial-flow type of rotary exchanger or for a periodic-flow ex
changer with valves. The equations will be given with the following 
main idealizations: 

1 The thermal resistance of the matrix material is infinite in the 
tangential direction, finite in the axial direction and small in the radial 
direction, which is indicated in Fig. 1. 

2 The mass diffusion resistance of the matrix material is infinite 

both in the tangential and the axial direction and small in the radial 
direction. 

3 The fluid heat and mass storage capacities are negligible in 
comparison with the convective heat and mass transport. 

4 The thermal properties of the fluids and of the matrix material 
are constant. 

5 No mixing or bypassing of the fluids occurs. 
6 The fluids pass in counter flow directions. 
7 Regular periodic conditions are established for all matrix ele

ments, i.e., steady-state operation. 
On the basis of these idealizations, a set of differential equations 

can be expressed for the hot-fluid and cold-fluid sides respectively. 
The minus signs within brackets are valid for the hot-fluid side and 
the plus signs for the cold-fluid side. 

The mass-transfer rate equation is 

. . .ax BXA 
W— = (=F) (x - x.,), 

dy L 
the mass-conservation equation 

dx 
W - = ( = F ) 

dy 
the energy-transfer rate equation 

t\„mr dw 

L dr ' 

di fjxA , 
W — = ( T ) '^— [</,cp(t - tr) + (x • 

dy L 
Xs)\lus 

and the energy-conservation equation 
di , , lmr dir , d2t, 

kAk W- (=F) 

(1) 

(2) 

(3) 

(4) 

Typical element 

Fig. 1 Illustrative rotor arrangement 

dy ' \L dr " <3y2 

where <j> = h/{fjxcp) is the psychrometric ratio. In addition to the 
boundary-layer diffusion the mass transfer coefficient fix is assumed 
to take into account also small transverse diffusion effects within the 
adsorbent similar to Chi and Wasan [7]; likewise, the heat transfer 
coefficient h can take into account small transverse conduction effects 
within the rotor material. 

The enthalpy of moist air is defined by 

i = cpat + i0x = cpt + r0x 

and its derivative becomes 

- N o m e n c l a t u r e -

A = heat-transfer area for one period, m2 

Ak = cross-sectional area for longitudinal 
heat conduction for one period, m2 

A)H = total cross-sectional area for longitu
dinal heat conduction, Akc + Akh, m2 

c = specific heat, J/kg-°C 
cp = specific heat of vapor-gas mixture (at 

constant pressure), J/kg dry gas-cC 
cr = specific heat of matrix, J/kg-°C 
C = heat capacity rate of vapor-gas mixture, 

Wcp,W/°C 
Cr = heat capacity rate of matrix, mrcr/(Tc + 

T ; , ) , W / ° C 
: heat transfer coefficient, W/n °C 

i = enthalpy, J/kg and enthalpy of vapor-gas 
mixture, J/kg dry gas 

;',. = enthalpy, of matrix, J/kg 
k = thermal conductivity of matrix solid 

supporter, W/m-cC 
K = overall mass transfer coefficient, 1/ 

(A / (M)c + A/(pxA)h), W/m2-°C 
L = flow length of matrix, m 
mr = mass of matrix, kg 
N = number of subdivisions 
p = pressure, Pa 
pt = total pressure of vapor-gas mixture, 

Pa 
rad = heat of adsorption, J/kg 
ro = latent heat of vaporization, J/kg 

R = thermal resistance, CC/W 
t = temperature of vapor-gas mixture, °C 
f,- = temperature of matrix, °C 
w = adsorbate concentration, kg adsorbate/ 

kg adsorbent 
W = mass flow rate of gas, kg dry gas/s 
Wa = mass flow rate of adsorbent, <xamrl(jc 

+ 77,), kg adsorbent/s 
x = absolute humidity of vapor-gas mixture, 

kg vapor/kg dry gas 
v = flow length coordinate measured from 

hot-fluid inlet, m 
(x = mass fraction, kg/kg matrix 
/ix

 = mass transfer coefficient, kg vapor/ 
m2-s-Ax 

'// = constant for uneven spacing 
r = time coordinate, s 
Tc, TI, = time for one cold-fluid and one hot-

fluid period, respectively, s 
if = relative humidity of vapor-gas mixture 
('. J) = typical element for hot-fluid period 
(/, g) = typical element for cold-fluid peri-

_ o d 

ic-2 - cold-fluid outlet enthalpy, (ic2 - ici)/ 
(ihl~ I d ) 

tC2 = cold-fluid outlet temperature, (tC2 — 
_ tcl)/(thl - tcl) 
xc2 = cold-fluid outlet absolute humidity for 

recovery, (xc2 - xcl)/(xhi - xci) 
3c*C2 = cold-fluid outlet absolute humidity for 

drying, (xc2 - xcl)/{x*hl - xci) 
Wc/Wi, = mass flow rate ratio of fluid 

streams 
CrICn = heat capacity rate ratio of matrix to 

minimum fluid capacity rate 
Wa/Wn = mass flow rate ratio of adsorbent 

to minimum fluid mass flow rate 
Ntu o = overall number of transfer units, 

KA/W„ 
(ftiA)+ = diffusion resistance ratio, (0xA)e. 

/W*A)h 

Ai,+ = conduction area ratio, AkJAkh 
A = total conduction parameter, kAktl 

(LCn) 
<l> = psychrometric ratio, h/(lixcp) 

Subscripts 

1 = inlet 
2 = outlet 
a = adsorbent in matrix 
av = average 
b = porous supporter in matrix 
c = cold fluid or cold-fluid period (side) 
/; = hot fluid or hot-fluid period (side) 
k = solid supporter in matrix 
n = minimum 
/• = total matrix 
.s = saturation 
v = adsorbate vapor 
w = adsorbate 
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dy 

dt . dx 
LP H , — , 

dv <5y 

where the specific heat of moist air 

(5) 

, + xcpu is assumed to be 
constant with x = (xhi + xc-i)/2. The results are given for cpa = 1.005 
k<J/kg-°C for dry air and cpv = 1.86 kJ/kg-°C for water vapor. 

The rotor matrix can be composed of a solid supporter (/?), a porous 
supporter (b) and an adsorbent (a) with the mass fractions ai„ at and 
,v0 respectively («& + «(, + «n = 1). 

Thus the enthalpy of the rotor matrix is defined by 

ir = "kill + Ctbk + «a[('n + «'(««.» ' 

and its derivative becomes 

Ar„,)] 

• — = Cr — + "a U„« - A/',„) — , 
OT OT 0T 

(6) 

where the specific heat of the rotor matrix cy = a;,cy, + «/,c/, + «„ (c„ 
+ «)e,„) and the differential heat of wetting Ar„, = raj — (im — iu,s) are 
prescribed to be locally constant in every element with mean water 
content w of the adsorbent. 

Elimination of the enthalpy of moist air from equation (3) with the 
equations (5) and (1) results in 

Wcp 
dy 

jSxA 
( = F ) ^ - 0 ( £ - U (7) 

where the enthalpy of the condensed water vapor and the enthalpy 
change of the water vapor during its transport through the air 
boundary layer are neglected. 

Elimination of the enthalpy of moist air and of the rotor matrix 
from equation (4) with the equations (5), (6) and (2) results in 

Wlc 
dt dx 

•P 1" rad — 
dy dy. 

( T ) 
mrcr dtr 

L dr 
•kA, 

dH_; 

dy' 
(8) 

where the same neglections as in equation (7) are made. Thus, the 
system of partial differential equations describing the actual problem 
consists of the equations (1), (2), (7) and (8). 

The absolute humidity of moist air in equilibrium with the local 
adsorbent is obtained from 

0.62198-
Pt ~ Pua 

and the water vapor pressure in equilibrium with the adsorbent is 
expressed by 

Pua ~ faPus 

where the saturation pressure p„s over liquid water is determined 
according to Goff formulas [11]. 

It is assumed that the water content of the adsorbent is a function 
of the relative humidity of moist air in equilibrium with the adsorbent, 
only and invariable with temperature. Furthermore, sorption hys
teresis is neglected and the adsorption isotherm can be expressed 
by 

<Pa = f(w). 

Numerical Method 
The system of differential equations is solved by a finite-difference 

method. Fig. 2 illustrates a staggered mesh representing the y-r plane 
of the rotary exchanger (Fig. 1). Techniques for uneven spacing are 
Used for the differences in the r direction in order to be able to handle 
the steep temperature gradients in cases of low matrix heat capaci
ties. 

For the hot-fluid side, the mass-transfer rate equation (1) is rep
resented by an ordinary central difference scheme 

/• -\ r j _ i -\ ^xA)h Ay 
Xhb.J) -Xh(l+ I, J) =—— — &Xh,au(l, J), (9) 

Wh L 
where the mean difference between the absolute humidity of the moist 
air and of the moist air in equilibrium with the adsorbent is assumed 
as the arithmetic mean value according to 

Ax/lia„(ij) = -{x,,{i,j) + xh(i + 1,;)] -~[xsh{i,j) + xsh{i, j + 1)] 

Similarly, the heat-transfer rate equation (7) is represented by 

thU.J) ~ th(i + i,J) =—-—0 — A£,1]tl„(j, j) 
Wh L 

(10) 

where the mean temperature difference between the air and the rotor 
matrix is assumed to be 

M,hai,U, j) = ~ [t,Ai, j) + t,,{i + 1, j)} - - [trh(i, j) + trh(i, j + 1)}. 

The mass-conservation equation (2) is represented by 

Xhti.j) - Xh(i + l,j) 

_ Wa \y Th 

W„ L ATh(j) 
[wh(i, j + 1) - wh(i, j)] (11) 

and the energy-conservation equation (8) is represented by the : 
plicit Crank-Nicholson scheme 

ti,d,j) - t),(i+ 1, j) + — [xh{i,j) -xh(i+ \,j)] 
Cph 

Cr Ay 

C, L AT„0") 
-[trh(i,j+ D-trh(iJ)] 

kAkhL 
• [trh (i + 1, i) + trh U-hj)- 2fw. (i, j) 

2LC,, Ay 

+ trh(i + 1, j + 1) + trh(i - l,j + 1) - 2trh(i,j + 1)]. (12) 

Similarly, the corresponding equations can be expressed for the 
cold-fluid side. 

The boundary conditions are as follows: 
For the inlet on the hot-fluid side 

th(hj) = thi, j=l,2,...Nh 

XhiX.j) = Xhi, j = 1, 2, . . .TV;, 

For the inlet on the cold-fluid side 

tc(l,g) = tcl, g=l,2,...Nc 

xc(l,g) = xel, g = l , 2 , . . . N c 

On the cold-rotor seal 

tri,(i,l) = trc(f,Nc + l), 1= l , 2 , . . . N r , 

wh(i,l) = wc(f,Nc + \), f = Nr+l-i 

Mesh points 
I I w h I • 'or tr and w 
? ! T O for t and x 

r~" T " 
i 

Cr 
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Fig. 2 A staggered mesh representing the y-T plane of a rotary exchang-
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which means that the left edge in Fig. 2 is physically the same as the 
right edge. This will later be referred to as the reversal condition. 
On the hot-rotor seal 

trc(f,l) = trh(i,Nh+l), 

wc(f,D = wh(i,Nh + l), 

f = 1, 2,. . . Nr 

i = Nr+l-f 

The longitudinal heat conduction is zero at the ends of the rotor 
in axial direction, i.e., 

trh(0,j) = trh(l,j), j=l,2,...Nh 

trh (Nr + 1, i) = U (Nr, j), j=l,2,...Nh 

trA0,g) = trc(l,g), g=l,2,...Nc 

trc(Nr + 1, g) = trc(Nr, g), g = 1, 2, . . . Nc 

The difference equations (9-12) for the hot-fluid side and corre
sponding equations for the cold-fluid side are solved for t(i + 1, j), 
.v(i + l,j),tr(i,j+ 1) and w (i, j + 1) with the constants expressed in 
terms of the nondimensional parameters Wc/Wh, Cr/C„, Wa/Wn, 
Ntu,o> A, {fSxA)+, Ak+ and </>. In order to obtain convergence an implicit 
trick has been used for the term xs(i, j + 1), since this term is highly 
dependent on the dependent variables tr(i, j + 1) andw{i,j + l ) .The 
calculation method becomes iterative and the Gauss-Seidel method 
with successive under-relaxation is used. After each iteration, energy 
and mass balances are made and, before a solution is accepted for a 
particular set of parameters, the energy and mass balance errors, to
gether with the reversal condition, must be satisfied to a specified 
accuracy. The energy balance error is determined from the difference 
between the hot-fluid and the cold-fluid enthalpy changes compared 
to the difference between the hot-fluid and the cold-fluid inlet 
enthalpies. The mass balance error is determined similarly. 

The accuracy of the results calculated by this method depends on 
the error criterion as well as on the number of subdivisions. The error 
of 0.05 percent for the convergence conditions, which is used for the 
present calculations, together with the number of subdivisions Nr = 
Nh = Nc = 16, gives the calculated efficiencies, accurate to three 
significant figures. 

The uneven spacings in the r-direction are determined according 
to 

ATHU) = Wh)'/Z Wh)h and Arcfe) 
k=i k=i 

Resu l t s 
In studying how the matrix heat and moisture capacities influence 

the heat and mass transfer, the results are evaluated for the following 
inlet air conditions: 

thi = 40°C, iphi = 0.30 for the hot air and 

tc l = 20°C, ipci = 0.70 for the cold air 

with the atmospheric pressure pt = 101.3 kPa. 
Silica gel is chosen as adsorbent material (mass fraction «a) and 

the adsorption isotherm is assumed to be linear within the actual 
relative humidity range according to 

tpa = w/0.55. 

The heat of adsorption is assumed constant within the actual 
temperature and humidity ranges and is taken to be raci = 2600 kj/kg. 
The Lewis relation <j> = l, based on the heat and mass transfer analogy, 
is assumed to be valid for the air-water-silica gel system. Furthermore, 
the nondimensional parameters are chosen WcIWh = 1, Ntu,o = 5, A 
= 0, (ftrA)+ = Ak+ =. 1 in studying the influence of the heat capacity 
rate ratio CrICn and the mass flow rate ratio Wa/Wn. Since the spe
cific heat of silica gel is nearly equal to the specific heat of air, the 
relation (Wa/Wn)/(Cr/Cn) = 1 is approximately valid for silica gel 
as matrix material. In order to obtain lower mass flow rate ratios than 
heat capacity rate ratios with silica gel as adsorbent, the matrix must 
contain a nonhygroscopic material (mass fraction ai,) besides the silica 
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Fig. 3 Outlet conditions of cold air for different matrix heat and moisture 
capacities giving recovery, with silica gel as adsorbent 
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moisture capacities giving both recovery and drying, with silica gel as ad
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Fig. 5 Outlet temperature and enthalpy of cold air for different matrix heat 
and moisture capacities giving both recovery and drying, with silica gel as 
adsorbent 

gel. No solid supporter (k) is included. 
The mean cold-air temperature, absolute humidity and enthalpy 

at the outlet are given in Fig. 3-5 for different matrix capacities. These 
parameters are represented in dimensionless.form by 

?c2 = (Zc2 - zci)/(z/,i - 2cl) and zh2 = (zh\ - Zhi)/(zhi ~ Zci). 

where z stands for t, x, and i, and the average values for zC2 and ZK 
are calculated from 

1 N 
z2 = - Y. z{Nr+l,k)AT(k). 

T k=l 

For the total heat regenerator, these dimensionless temperatures, 
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absolute humidities and enthalpies are equal to ordinary defined ef
ficiencies on the cold-fluid side. 

For the regenerative dehumidifier, the dimensionless enthalpy is 
equal to the enthalpy efficiency. However, the mean cold-air absolute 
humidity at the outSet will be defined in a more proper way for drying 
processes by 

XC2* = (*c2 - Xci)/(Xhl* - Xcx), 

where %h\* represents the lowest attainable absolute humidity on 
drying, which corresponds to the moist air condition (ici, iphi). 

This dimensionless absolute humidity xC2* can be considered as 
a drying efficiency. The ordinary temperature efficiency definition 
is improper on drying, since the adsorption heat effects the air tem
perature change, but is not transferred by the rotor matrix as on re
covery. 

From Fig. 3, it is clear how the heat and moisture recovery in a total 
heat regenerator varies with the mass flow rate ratio for constant heat 
capacity rate ratio. The temperature efficiency is almost constant at 
high matrix heat capacities and decreases somewhat with increasing 
moisture recovery at lower heat capacities. The humidity efficiency 
decreases with both heat and moisture capacities and the moisture 
recovery changes into drying at low heat capacities. 

In Fig. 4, the dimensionless mean absolute humidity at the outlet 
on the cold-fluid side (or the humidity efficiency) is presented as a 
function of the matrix heat capacity for constant values of the ratio 
between moisture and heat capacities. This chart will simulate vari
able times for one cycle, i.e. variable rotational speeds for rotary ex
changers. It appears from the figure that moisture recovery will change 
into drying at heat capacity rate ratios of about 1 to 2, depending on 
the moisture capacity. At lower heat capacities the drying humidity 
efficiency will increase up to an optimum value, after which it will 
decrease again. The optimum value increases in magnitude with in
creasing moisture capacity. For constant moisture capacity on the 
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Fig. 6 Temperature distribution of cold air for recovery and drying examples, 
with silica gel as adsorbent 
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Fig. 8 Matrix temperature distribution for recovery and drying examples, 
with silica gel as adsorbent 

other hand, the drying humidity efficiency increases with decreasing 
heat capacity without any optimum value. Corresponding outlet 
temperatures and enthalpies (or enthalpy efficiencies) are given in 
Fig. 5, from which it can be seen that the outlet temperature decreases 
slowly with decreasing matrix heat capacity, when the drying process 
starts, since the adsorption heat raises the temperature on the cold-
fluid side. 

These results in Fig. 3-5 for silica gel can be valid for other adsor
bents with linear adsorption isotherms by correcting the mass flow 
rate ratio Wa/Wn with respect to the adsorption isotherm constant. 
The calculations have been made with the number of subdivisions Nr 

= Nh = Nc = 8 and uneven spacings with values of 'Hh and Jic be
tween 1 and 2. 

One recovering and one drying example have been selected to study 
the temperature and humidity distributions within the total regen
erator and dehumidifier respectively. The recovery example, which 
is marked in Fig. 3 with Cr/C„ = 5, Wa/Wn = 0.1 and the remaining 
data as above, has been calculated with Nr = TV/, = Nc = 16 and even 
spacings ('Hh = 'Hc

 = 1)- The temperature efficiency becomes tc2
 = 

i/,2 = 0.813 (Cpckph = 1) and the humidity efficiency xci = XHI - 0.678. 
The corresponding temperature efficiency for no mass transfer with 
WjWn = 0 is 0.8289 [10]. Greater values of Wa/Wn and Cr/Cn give 
humidity efficiencies practically as high as the temperature effi
ciency. 

The drying example, which is marked in Fig. 4, with Cr/Cn = 0.1 
and Wa/Wn = 0.1 and the remaining data as above, has been evalu
ated with Nr = Nh = Nc = 16 and uneven spacings ('Hh = "Mc = 1.3). 
The humidity efficiency for drying becomes xc2* = 0.834 and the 
enthalpy efficiency £C2 = if, 2 = 0.051. 

Figs. 6 and 7 show the cold-air temperature and absolute humidity 
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Fig. 7 Absolute humidity distribution of cold air for recovery and drying ex
amples, with silica gel as adsorbent 
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Fig. 9 Adsorbent moisture content distribution for recovery and drying ex
amples, with silica gel as adsorbent 
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distributions in dimensionless form. Figs. 8 and 9 show the matrix 
temperature and adsorbent moisture content distributions. In the 
drying case, the matrix temperature variation from one period to the 
other is very great due to the low matrix heat capacity. The low heat 
capacity results also in steep matrix temperature gradients at the 
beginning of each period. The adsorbent moisture content is fairly 
small in this example, since the matrix moisture capacity is rather 
high. Because of these temperature and moisture content variations, 
the cold air will be moistened at the beginning of the cold-fluid period, 
but in any case dried during the main part of the period. In the re
covery case on the other hand, the matrix temperature variation is 
fairly small and rather linear throughout the period due to the high 
matrix heat capacity. This small temperature variation results in 
moistening of the cold air during the main part of the cold-fluid pe
riod. 

Conclusions 
The presented method for analyzing the heat and mass transfer in 

regenerators with hygroscopic matrix materials is completely general 
for the problem of steady-state performance in respect to fluid and 
matrix capacity rates, heat and mass transfer coefficients, transfer 
areas, longitudinal heat conduction, adsorption isotherm, and inlet 
gas conditions. 

The method has turned out to be applicable in calculating cyclic 
sorption operations, such as adsorption drying and heat and mass 
recovery processes. 
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Measurements of Developing and 
Fully Developed Heat Transfer 
Coefficients along a Periodically 
Interrupted Surface / 
KThe heat transfer and pressure drop characteristics for an array of colinear, equally 
spaced plates aligned parallel to the flow in a flat rectangular duct have been studied ex
perimentally. The periodic interruptions (i.e., the gaps between the plates) preclude the 
attainment of hydrodynamic and thermal development of the type that is encountered 
in conventional duct flows, but a periodic fully developed regime can exist. Measurements 
of the heat transfer coefficients for the successive plates of the array affirmed the periodi
cally developed regime and demonstrated the developmental pattern leading to its at
tainment. The thickness of the plates in the array was varied parametrically. In general, 
the Nusselt number increases with plate thickness. Thickness-related increases in the 
fully developed Nusselt number of up to 65 percent were encountered. The presence of 
the interruptions serves to augment the heat transfer coefficients. In the fully turbulent 
regime, the heat transfer coefficients are on the order of twice those for a conventional 
duct flow. The pressure drop also increases with the plate thickness. \ 

Introduction 

The use of periodic interruptions in plane, flow-aligned heat 
transfer surfaces is a commonly used technique for increasing the heat 
transfer coefficients in heat exchange devices. These surfaces may 
be viewed as a succession of colinear plate segments oriented parallel 
to the flow, with gaps between the successive plates. Alternatively, 
they may be regarded as periodically interrupted walls, and the des
ignation, interrupted-wall passages, will be employed here to describe 
flow passages bounded by such surfaces. Practical examples of peri
odically interrupted heat transfer surfaces include strip fins and offset 
fins. 

As the flow traverses the length of an interruption, both the velocity 
and temperature distributions tend to become more uniform because 
of the absence of the constraints imposed by wall friction and heat 
transfer. The degree of velocity and temperature homogenization 
attained by the flow depends on the length of the interruption. When 
the partially (or fully) homogenized flow encounters the segment of 
heat transfer surface situated just downstream of the interruption, 
new velocity and thermal boundary layers develop. Since a developing 
boundary layer flow is characterized by much higher heat transfer 
coefficients than a fully developed duct flow, the desired enhancement 
is achieved. Another factor which contributes to the enhancement is 
the wake which is shed from the trailing edge of each segment and 

Contributed by the Heat Transfer Division for publication in the JOURNAL 
OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
May 26,1978. 

which washes segments that are situated downstream. The heat 
transfer augmentation is accompanied by higher pressure drops 
brought about by the relatively large boundary layer shear and by 
wake dissipation. 

The shapes of the interrupted-wall passages that are employed in 
actual heat exchangers are quite complex as witnessed, for example, 
by the Kays-London compilation [1]. As a consequence, information 
about the heat transfer—pressure drop characteristics of inter
rupted-wall passages has, in the main, been confined to overall coef
ficients obtained from tests on either actual or large-scale models of 
heat exchangers (e.g., [1-5]). While this information is of direct ap
plicability in the design of certain specific types of interrupted-wall 
heat exchangers, it does not provide insights into the fundamental 
processes that occur within the individual flow passages. 

The fundamental studies of interrupted surfaces which have ap
peared in the literature have been limited to a pair of colinear plates 
aligned parallel to the flow direction. Heat transfer results encom
passing variations in plate thickness, inter-plate spacing, and Reyn
olds number are reported in [6] and [7], where heat transfer and mass 
transfer measurements were made, respectively. Flow visualization, 
based both on dye injection and the hydrogen bubble technique, was 
employed in [8] to reveal the nature of the wake in the inter-plate gap. 
When viewed in the context of duct-flow research, the experiments 
performed in [6-8] can be regarded^ as entrance region studies. This 
is because the velocity fields adjacent to the two plates are quite dif
ferent. 

If, instead of two plates, there were an array of numerous, equally 
spaced colinear plates aligned parallel to the flow, then, at sufficient 
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downstream distances, a special type of fully developed regime would 
be established. This regime is characterized by identical developing 
boundary layers on successive plates and, in addition, by identical flow 
fields in the successive inter-plate spaces. Such a fully developed re
gime is fundamentally different from the regime of unchanging ve
locity profiles that characterizes fully developed duct flows. The new 
type of regime has been referred to in [9] as periodic fully developed 
and its properties were employed there as the basis for a laminar flow 
analysis. The periodic fully developed flow admits a periodic ther
mally developed regime. If the successive plates are at the same uni
form temperature, a suitably defined per-plate heat transfer coeffi
cient should become constant at sufficient downstream distances. 

The thermal development and ultimate attainment of the periodic 
fully developed regime has not yet been experimentally investigated 
for interrupted-wall passages. Such an investigation has been un
dertaken here for a colinear array of plates that is shown in photo
graphic view in Fig. 1. As seen there, the multi-plate array is situated 
in a flat rectangular duct (the top wall of the test section has been 
removed to reveal the plates). To facilitate the research, mass transfer 
experiments were performed rather than direct heat transfer exper
iments, and the mass transfer results were converted to heat transfer 
results via the well-known analogy between the two processes. The 
naphthalene sublimation technique was used for the mass transfer 
experiments and, correspondingly, each test plate consisted of a thin 
naphthalene coating which enveloped a metal substrate. According 
to the heat/mass transfer analogy, the thermal boundary condition 
for heat transfer plates that would correspond to the plates of the 
present mass transfer experiments is uniform wall temperature. Air 
was the working fluid for the experiments. 

Measured mass transfer rates for each plate in the array enabled 
the evaluation' of per-plate transfer coefficients and Sherwood 
numbers (the Sherwood number is analogous to the Nusselt number). 
The stream-wise distribution of these results portrays the thermal 
development and the attainment of the periodically developed regime. 
The entrance region and fully developed results were obtained for 
Reynolds numbers ranging from about 1000 to 1400. 

A second focus of the research was to investigate the influence of 
plate thickness on the heat transfer characteristics. The motivation 
for this phase of the investigation was the realization that the ratios 
of plate thickness to length encountered in real devices such as com
pact heat exchangers are not negligibly small. This is because in the 
general shrinking of dimensions to attain compactness, the plate 
thickness cannot be reduced below a basic minimum needed for 
structural integrity. Experiments were carried out for ratios of 
thickness to plate length t/L of 0.04,0.08, and 0.12, which encompasses 
the practical range. Also, in keeping with practice, the inter-plate 
spacing was made equal to the plate length. 

Since the number of wall segments deployed along the length of a 
flow passage in an interrupted-wall heat exchange device is generally 
very large, fully developed conditions may prevail in a significant 
portion of the device. The fully developed heat transfer coefficients 
are, therefore, of particular interest. Correspondingly, special at
tention is given here to the variations of the fully developed Sherwood 
(Nusselt) number with the Reynolds number and with the thick
ness-length ratio t/L. 

In addition to the mass transfer studies, axial pressure distributions 
were measured to determine the pressure drop associated with the 
presence of the multi-plate array. These results are made dimen-
sionless with respect to the velocity head and are tabulated as a 
function of the Reynolds number and the t/L ratio. 

T h e E x p e r i m e n t s 
The Naphthalene Test Plates. Mass transfer coefficients for 

each plate of the colinear array were deduced from measurements of 
of the sublimation rate of naphthalene vapor from the plate surface 
into the flowing air stream. Each test plate was a composite consisting 
of a metal core sandwiched between thin layers of naphthalene. The 
fabrication of the test plates involves both casting and machining 
operations, the details of which are available in [10]. Only a general 
description of the fabrication procedures will be presented here. 

The basis of each test element was a mild steel plate, rectangular 
in shape, with dimensions 25.4 X 152.4 mm (1X6 in.). A naphthalene 
coating of dimensions 25.4 X 133.4 mm (1 X 5.25 in.) was applied to 
each surface of the steel plate. The uncoated portions were situated 
at the extremities of the plate width and, as will be explained later, 
were seated in the duct wall to position and support the plate during 
the experiment. The edges of the steel plate were left uncoated, and 
the forward and aft edges were squared off in order to present a blunt 
face to the flow. 

Three sets of test plates were prepared, respectively with overall 
thicknesses of 1.01,2.03, and 3.04 mm (0.040,0.080, and 0.12 in.). Since 
all of the plates were 25.4 mm (1 in.) long in the streamwise direction, 
the corresponding thickness-length ratios t/L are 0.040, 0.080, and 
0.12. For all cases, the thickness of naphthalene coating applied to 
each face of the metal substrate was maintained at approximately 0.15 
mm (0.006 in.). The metal substrates used for the three sets of test 
plates had thicknesses of 0.71, 1.73, and 2.74 mm (0.028, 0.068, and 
0.108 in.), respectively. 

In preparation for the coating process, two steps were taken to 
enhance the adhesion of the naphthalene to the substrate. One of 
these was a light sandblasting of the surface and the second was the 
drilling of a closely spaced array of holes all around the perimeter of 
the area to be coated. These holes permitted a throughflow of molten 
naphthalene during the casting process, thereby providing a firm 
anchoring of the coating. 

For the casting, an open-topped mold was formed with the steel 
substrate as the base surface and metal bars as the side walls. Molten 
naphthalene poured into the mold cavity to a depth of about 2.5 mm 
(0.1 in.) was allowed to solidify, after which the substrate was turned 
over and a poured coating was applied to the other surface. Subse
quent to casting, each coating was machined to the desired thickness 
('~0.15 mm) with a vertical milling machine equipped with a fly cutter 
attachment. The surface quality obtained from the machining oper
ation was excellent, as witnessed both by the glass-like smoothness 
sensed by touch and by observed reflected highlights. All aspects of 
the casting and machining procedure were performed under strict 
conditions of cleanliness in order to avoid contamination of the 
naphthalene coating. 

Experimental Apparatus. The description of the experimental 
apparatus is facilitated by making reference to Fig. 1. The main 

• N o m e n c l a t u r e -

A = sublimation surface area of a plate 
De = equivalent diameter, equation (4) 
D = naphthalene-air diffusion coefficient 
h = distance between plate surface and duct 

wall 
Ki = mass transfer coefficient for plate i, 

equation (1) 
Kp = pressure loss coefficient, equation (6) 
L = plate length 
Mi = rate of mass transfer at plate i 
rhi = rate of mass transfer per unit area at 

plate (' 

Nu = Nusselt number at a given plate 
Pr = Prandtl number 
Apatray = net pressure drop for array, illus

trated in Fig. 2 
Re = Reynolds number, equation (7) 
Sc = Schmidt number, v/X) 
Sh = Sherwood number at a given plate, 

equation (3) 
t = plate thickness 
V = mean velocity, equation (5) 
W = rate of flow through duct 
w = plate width 

x = streamwise coordinate 
v = kinematic viscosity 
Pnb = uniform bulk concentration of naph

thalene vapor 
Pnw = concentration of naphthalene vapor at 

plate surface 
pn* = reference concentration of naphthalene 

vapor 
p = air density 

Subscript 

i = pertaining to plate i 
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Fig. 1 Photograph of the test section with the upper wall removed

component of the apparatus was a flat rectangular duct whose up
stream, middle, and downstream ~ections respectively served as the
hydrodynamic development length, the test section, and the hydro
dynamic redevelopment length. As shown in the figure, the duct was
designed so that the mid-section of its upper wall could be readily
removed to provide easy access to the test section (in the photograph,
the removed section of wall is situated just to the left of the open top
of the duct). Eight naphthalene-coated plates were employed in each
of the final data runs, and these are shown in place in the photograph
(most of the first plate is obscured because of the oblique angle of
view).

The duct was of 5:1 cross-sectional aspect ratio, dimensions 133.5
X 26.7 mm (5.25 X 1.05 in.), with an axial length of 62 equivalent di
ameters-37 diameters for the development section, nine for the test
section, and the remainder for redevelopment. It was part of an
open-loop airflow system which drew air from the laboratory room
and which included, along the path of flow, the duct, a rectangular
to-circular transition section, an orifice flow-metering station and
control valve, and the blower. The latter was situated in a service
corridor outside the laboratory, and the blower-heated, naphtha
lene-laden air was exhausted at the roof of the building. This ar
rangement ensured that the air drawn into the duct was free of
naphthalene vapor and was at a uniform temperature whose level
(~20°C) could be set by the controls of the laboratory room.

In addition to the ~emovable top wall, other features were incor
porated into the test section design to enable the experiment to be
set up and taken apart rapidly and conveniently. This concern about
minimizing the time for assembly and disassembly of the test section
stems from the need to avoid extraneous sublimation, i.e., sublimation
that is over and above that which occurs during the timed period of
forced convection airflow in the duct.

The arrangement employed for holding and positioning the
naphthalene test plates was designed with the foregoing consider
ations in mind. The removable hold-down bars, seen in Fig. 1 in place

Journal of Heat Transfer

along the side walls of t.he t.est section, were periodically slotted along
their lower surfaces to cradle the uncoated extremities of the plates.
In addition, locating pins, which protruded upward from the rails
supporting the plates, positively positioned both the plates and the
hold-down bars. Thus, neither screws nor other threaded fasteners
were used in the set-up of the experiment. The closure of the remov
able wall of the test section was accomplished with quick-acting
clamps (see Fig. 1). Because of these features, the test section could
be assembled or disassembled in a few minutes.

For the pressure measurements, 23 taps were installed along the
axial centerline of the upper wall of the duct. Some of these taps and
their associated plastic tubing can be seen in Fig. 1. The axial positions
of the taps will be evident from a representative pressure distribution
that will be presented later. The pressure signals were passed through
a specially designed selector switch whose output was sensed by a
Baratron capacitance-type pressure meter with a smallest scale
reading of 0.001 mm Hg. One of two calibrated orifices was used for
flow metering, respectively for the high and low Reynolds number
ranges.

The mass of the naphthalene-coated plates was measured both
before and after each data run with a Mettler analytical balance
having a capacity of 200 g and a smallest scale reading of 0.1 mg.

Experimental Procedure. Preliminary data runs had indicated
that thermally developed conditions were attained with an eight-plate
array, and all final runs were made with such arrays. Correspondingly,
the naphthalene casting and machining operations were carried out
for batches of eight plates. Once the coatings had been applied, the
plates were sandwiched between glass and the whole was wrapped
with plastic. Then, the wrapped plates were placed in the laboratory
to attain thermal equilibrium with the surroundings.

Immediately before the initiation of a data run, the mass of each
participating plate was measured with the Mettler balance. The test.
section was then assembled and air, drawn from the laboratory room
by the downstream-positioned blower, was passed through the duct.
The duration of a data run was selected to keep the change of the
mean thickness of each coating below 0.025 mm (0.001 in.) with the
typical change being 0.018 mm (0.0007 in.). Run times ranged from
20 min to two hI', depending on the Reynolds number. Typically, the
mass loss per plate was in the 100 to 150 mg range.

To conclude a run, the air flow was terminated, the test section
disassembled, and the mass of each plate measured. To avoid potential
uncertainties associated with start-up and shut-down transients, the
blower was kept running steadily both prior to the initiation and after
the conclusion of the run; the activation (or deactivation) of the test
section flow was accomplished by deft coupling (or decoupling) of a
flexible plastic tube to (from) a metal tube downstream of the
duct.

To correct for possible extraneous sublimation during assembly,
disassembly, and weighing, each data run was followed by a repetition
of all phases of the run but without the period of air flow through the
test section. Any mass loss measured during the non air-flow run was
subtracted from that for the actual run. Typically, the correction was
about two to four percent.

Data Reduction
The data reduction was aimed at evaluating both the mass transfer

coefficient (and its dimensionless counterpart, the Sherwood number)
at each plate of the array and the pressure loss coefficient for the array.
The mass transfer rate M; at plate i was obtained from the measured
mass loss and the duration time of the run and, with this, the unit-area
transfer rate rhi = M;/A was evaluated, where A is the total naph
thalene surface area per plate. The per-plate mass transfer coefficient
K; is the ratio of the unit-area transfer rate rhi to the concentration
difference that drives the mass transfer. If PHW and PH* respectively
denote the concentrations (i.e., partial densities) of naphthalene vapor
at the plate surface and at a reference state, then the driving potential
is (PHW - PH*l;. The wall concentration PHW depends only on tem
perature and is constant along each plate and has the same value for
all plates. It was evaluated from the Sogin vapor pressure-temper
ature relation [10].
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The reference concentration (p„*); can be interpreted variously, 
especially in view of the complexity of the participating transfer 
processes. However, from the practical side, it is difficult to see how 
to evaluate a reference concentration without assuming that the flow 
is well mixed. The model to be adopted here is that the flow becomes 
well mixed as it traverses the inter-plate gap and arrives at the leading 
edge of plate i with a uniform bulk concentration (pnb)i- A concen
tration boundary layer develops along the length of plate i, and (pnb)i 
plays the role of the free stream concentration. 

We associate (pnb)i with (pn *),- and write 

Ki (1) 
Pnw — (Pnb)i 

where the concentration (pnb)i was evaluated from 

(pnb)i=(Pnb)o + 'T.Mj/Q (2) 

The quantity Q is the volume flow (a constant throughout the test 
section) and (pnbh is the naphthalene concentration of the flow ap
proaching the first plate (equal to zero in the present experi
ments). 

The Sherwood number Sh provides a dimensionless representation 
of the mass transfer coefficient, that is, 

Sh,- = KiDel'J) (3) 

The naphthalene-air diffusion coefficient D was evaluated via the 
Schmidt number Sc = v/X), where Sc = 2.5 [10] and v is the kinematic 
viscosity of pure air. 

The equivalent diameter was referred to the flow space above or 
below a plate. If h represents the distance (i.e., the height) between 
the plate surface and the duct wall and w is the duct width, then 

De = 4wh/(2w + 2h) (4) 

For the evaluation of the pressure drop caused by the presence of 
the multi-plate array, a working graph such as Fig. 2 was prepared for 
each case (i.e., each plate thickness and Reynolds number). In each 
of these figures, the static pressure is plotted against the dimensionless 
axial coordinate x/L, where L is the plate length. The axial stations 
corresponding to the beginning and the end of the multi-plate array 
are indicated in the figure. As can be seen from the linear pressure 
distribution, the flow upstream of the array is hydrodynamically 
developed. Furthermore, hydrodynamically developed flow is re
established downstream of the array. The slopes of the upstream and 
downstream pressure distributions are the same. 

In the absence of the array, the upstream and downstream pressure 
distributions would lie on a continuous straight line. The vertical 
displacement of the upstream and downstream lines that is in evi-

jti 737.98 

a. 737.93 

737.88 

I EIGHTH PLATE 
| -— ENDS 

40 60 80 -

AXIAL POSITION, X/L 

Fig. 2 Representative axial pressure distribution (Re = 8,200, l/L 
0.08) 

dence in Fig. 2 is, therefore, due to the presence of the array and is 
denoted by Apar ray. Specifically, Aparray is the pressure drop that is 
over and above that which would otherwise exist in the duct in the 
absence of the array. For a dimensionless representation of the array 
pressure drop, the velocity head V2P V2 is employed, where V is the 
mean velocity in the flow space above or below a plate. If W is the rate 
of mass flow through the duct, then 

V = (WI2)/phw (5) 

With this, the dimensionless pressure loss coefficient for the array 
was evaluated as 

Kp = Aparray/y2pV2 
(6) 

The mass transfer and pressure drop results will be parameterized 
by the Reynolds number corresponding to the flow space above or 
below a plate. With the equivalent diameter from equation (4) and 
the mean velocity from equation (5), the Reynolds number is 

Re = VDJv (7) 

R e s u l t s and D i s c u s s i o n 
Heat /Mass Transfer. With the aim of generalizing the results, 

the quantity Sh/Sc0-4 will be presented rather than Sh itself. Fur
thermore, in view of the analogy between heat and mass transfer, the 
numerical values of Sh/Sc0-4 will be regarded as being equal to Nu/ 
Pr0-4. The ordinates of the forthcoming figures will be labelled with 
both quantities, and in the discussion the phrases heat transfer and 
mass transfer will be used interchangeably. 

The motivation for using the aforementioned presentation variables 
is to extend the range of applicability of the results, which correspond 
to measurements for Sc = 2.5, to situations characterized by other 
Prandtl (or Schmidt) numbers. The most common applications sit
uation is heat transfer to (or from) air, which is characterized by Pr 
= 0.7. In the range between Pr = 0.7 and 2.5, the Prandtl number 
dependence evidenced by the most recent duct flow correlations [12] 
and [13] favor the 0.4 power rather than the 1/3 power implicit in the 
Colburn j -factor. 

The plate-by-plate development of the heat transfer coefficient is 
presented in Fig. 3, where Nu/Pr0-4 and Sh/Sc0-4 are plotted as a 
function of the plate number (1 and 8 denote the most upstream and 
most downstream plates respectively). The figure contains four sets 
of data, each of which corresponds to a given Reynolds number in the 
range from 13,600 (upper part of graph) to 1,100 (lower part of graph). 

4 5 6 
Plate Number 

Fig. 3 Variation of the per-plate Nusselt (Sherwood) number along the length 
of the array 
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To facilitate their identification, the data points for the successive 
sets are alternatively blackened or unblackened. Within each set, data 
are given for three thickness-length ratios t/L equal to 0.04, 0.08, and 
0.12. 

The figure shows an orderly thermal development whereby, sub
sequent to the second plate, the heat transfer coefficient decreases 
monotonically and then attains a constant, fully developed value. 
Thus, in spite of the complexity of the flow, a regular periodic regime 
is ultimately established such that each successive plate experiences 
similar hydrodynamic events and similar thermal events. To the best 
knowledge of the authors, the results of Fig. 3 constitute the first ex
perimental demonstration of the periodic thermally developed regime 
for interrupted-wall passages. 

The plate-to-plate variations of the Nusselt (Sherwood) number 
exhibit a degree of regularity (albeit of a complex nature). At the two 
higher Reynolds numbers, the thermal development, becomes less 
rapid as the plate thickness decreases, and this trend persists in an 
overall sense for the third Reynolds number. For the lowest Reynolds 
number, a different pattern is in evidence. It appears that the flow 
passes from turbulent to transitional to laminar with decreasing plate 
thickness. The transitional distribution curve for t/L = 0.08 was found 
to be highly reproducible, so that data from a pair of repeated runs 
could not be distinguished from each other within the scale of the 
figure. In general, thermal development is attained at or prior to the 
eighth plate for the cases studied here.1 

Of some interest is the fact that the second-plate Nusselt numbers 
are not necessarily lower than those for the first plate. This may 
happen when the turbulence due to the wake shed by the first plate 
is especially strong. In [8], studies of the character of the wake between 
two co-linear plates revealed a turbulent resonance phenomenon 
which depended in a complex manner on plate thickness, inter-plate 
spacing, and velocity. 

An overall inspection of Fig. 3 shows that both the Reynolds 
number and the plate thickness affect the magnitude of the Nusselt 
number. Since the fully developed values are the ones that are most 
relevant to practice, attention will now be focused on how they depend 
on Reynolds number and plate thickness. 

The influence of plate thickness is presented in Fig. 4, where the 
fully developed Nusselt number is plotted as a function of the thick
ness-to-length ratio t/L for parametric values of the Reynolds number. 
The figure shows that, in general, the Nusselt number increases with 

1 Indeed, at Re = 13,600 and t/L = 0.04, the development appears to be still 
in progress at the eighth plate. However, shifts of only one to two percent in the 
last two data points would alter the distribution curve sufficiently to give it a 
fully developed character. 

increasing plate thickness. The increase is most dramatic at the lowest 
Reynolds number as a result of the thickness-induced change in flow 
regime (i.e., the t/L = 0.04 plates are in the laminar regime, and the 
t/L = 0.08 and 0.12 plates are in the turbulent regime). With this 
laminar-turbulent transition, there is an increase of 65 percent in the 
Nusselt number as t/L varies from 0.04 to 0.12 at the lowest Reynolds 
number. If, however, the flow had been turbulent for all three plate 
thicknesses (dashed line), the thickness effect would be only about 
12 percent. 

At higher Reynolds numbers, the flow is turbulent for all of the 
plate thicknesses investigated here, so that transition is not a factor. 
The thickness-related increases in the Nusselt number are about 20 
percent for Re = 3900 and about 40 percent for Re .= 8200 and 
13,600. 

From the foregoing remarks, it is evident that the extent of the 
thickness effect depends on the Reynolds number at lower Re, but 
becomes independent of the Reynolds number at higher Re where, 
presumably, the turbulence is fully developed. Furthermore, aside 
from the triggering of transition, the thickness effects are smaller at 
lower Reynolds numbers than at higher Reynolds numbers. All of 
these trends are physically plausible. 

Whereas direct comparisons of the just-identified thickness effects 
with literature information cannot be made because of differences 
in geometrical and thermal configurations, it is relevant to make all 
possible comparisons with regard to trend. The only available Nusselt 
number—plate thickness correlation for any configuration remotely 
resembling that studied here is that of [4], which is concerned with 
system-averaged Nusselt numbers for offset-fin plate-fin heat ex
changers. The correlation of [4] provides partial verification of the 
present findings. In the low-Reynolds-number correlation (presum
ably laminar) of [4], the thickness effect is altogether absent, whereas 
in the high Reynolds number correlation (presumably turbulent) the 
thickness appears to a positive exponent. That exponent implies a 
smaller thickness effect than that found here, which may well be re
lated to the bent and scarfed edges of the plates used in the heat ex
changers that served as the basis of [4]'s correlation. 

The variation of the fully developed Nusselt number with the 
Reynolds number is plotted in Fig. 5 on logarithmic coordinates, with 
the t/L ratio serving to parameterize the data. As expected, the 
Nusselt number increases markedly with the Reynolds number. Wi
thin the small scatter of the data, a straight line representation ap
pears to be adequate except at the smallest thickness. There, the rapid 
drop-off at the lowest Reynolds number is suggestive of laminar flow. 
The two uppermost curves are characterized by Reynolds number 
exponents in the 0.72 to 0.74 range. 

The main message to be conveyed by Fig. 5 is the augmentation 
afforded by the interruptions. To this end, a short line segment (Re 

Fig. 4 Effect 
number 

of plate thickness on the fully developed Nusselt (Sherwood) Fig. 5 Effect of Reynolds number on the fully developed Nusselt (Sherwood) 
number 
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> 10,000) corresponding to the Dittus-Boelter (D-B) equation has 
been plotted. If the D-B equation is accepted as representing the fully 
developed turbulent Nusselt number for a continuous-walled duct,2 

then it is seen that the presence of the interruptions gives rise to in
creases in Nusselt number on the order of a factor of two. This two
fold increase in Nusselt number enables a given heat load to be ac
commodated with only half the surface area of a continuous-walled 
duct, thereby resulting in substantial materials savings. With regard 
to turbulent flow at Reynolds numbers less than 10,000, it does not 
appear that there is a reliable correlation equation for duct-flow 
Nusselt numbers which can serve as a basis for comparison. Therefore, 
the augmentation afforded by the interruptions cannot be estimated 
at this time. 

Pressure Drop. The pressure loss Apflrray due to the presence of 
the multi-plate array can be expressed in dimensionless form by the 
loss coefficient Kp defined by equation (6). It is worth noting here that 
Aparray is the pressure drop over and above that which would exist in 
the duct in the absence of the array. The experimentally determined 
values of Kp are listed in Table 1 for the various Reynolds numbers 
and thickness-length ratios that were investigated. 

The tabulated results show that Kp increases with increasing plate 
thickness at a given Reynolds number. This is plausible because of 
the larger thickness-related losses both in the leading edge separation 
bubble and in the wake. The increase in the Kp values with thickness 
appears to be greater at higher Reynolds numbers. At any given 
thickness, the loss coefficient increases as the Reynolds number de
creases. This trend is universally encountered whenever there is a 
significant contribution of wall friction to the pressure drop. 

To provide some perspective on the magnitude of the Kp values of 
Table 1, it is interesting to compare them with the values of Ap/1/^ V2 

for fully developed flow in a rectangular duct. The comparison will 
be made at the highest Reynolds number of the experiments (13,600) 
so that the duct-flow friction factor can be taken with confidence from 
the Moody diagram. Furthermore, the L and De needed in evaluating 
the friction factor were respectively taken equal to the total length 
of the array (eight plates and seven gaps) and to the equivalent di
ameter of the space above or below a plate. 

The Ap/V2p V2 for the duct flow were found to be 0.448,0.464, and 
0.483. From a comparison with the last column of Table 1, it is seen 
that the two sets of values are of similar magnitude, with the array 
value being lower than the duct value at the smallest thickness and 
vice-versa at the largest thickness. This finding is quite plausible. In 
the multi-plate array, the presence of the gaps diminishes the con
tribution of wall friction to the pressure drop, compared with that in 
the solid-walled duct. However, there are compensating inertial losses 
due to the presence of the gaps. The inertial losses increase with plate 
thickness, and this causes the cross-over in the comparison between 
the Ap/y2pV2 values for the array and the duct. 

Concluding Remarks 
The present experiments have demonstrated that thermally de

veloped conditions can be established in a flow where the velocity field 
experiences geometrically induced periodic variations in the 
streamwise direction. From measurements of the Nusselt numbers 
of the successive plates of the multi-plate array, it was found that 
thermal development is attained at or prior to the eighth plate of the 
array. 

2 Since the equivalent diameter and the Reynolds number employed here are 
referred to the flow space that is either above or below a plate, the continu
ous-walled duct used for comparison should bound the same flow space. 
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T a b l e 1 P r e s s u r e loss coe f f i c i ent Kp for e i g h t - p l a t e 
array 

Re 
t/L 1,100 3,900 8,200 13,600~~ 

0.04 0.631 0.500 0.365 0.335 
0.08 0.861 0.609 0.573 0.472 
0.12 1.060 0.814 0.792 0.752 

The fully developed Nusselt number increases with plate thickness. 
At higher Reynolds numbers, the increase was about forty percent 
over the range from t/L = 0.04 to 0.12. Even larger increases were 
encountered at lower Reynolds numbers owing to the triggering of 
transition from laminar to turbulent flow. 

The presence of the interruptions was shown to bring about a sig
nificant increase in the Nusselt number compared with that for a 
continuous-walled duct. A comparison in the fully turbulent regime 
(Re > 10,000) showed the augmentation to be about a factor of 
two. 

The dimensionless pressure drop due to the presence of the array 
also increases with plate thickness. At the smallest thickness, the 
pressure drop was less than that in a comparable continuous-walled 
channel, while the opposite relationship was in effect for the largest 
thickness. 
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Laminar Transport Phenomena 
in parallel Channels with a Short 
Flow Construction 

9- . . . w . . 
(A finite-difference numerical analysis was conducted in p ] to investigate laminar trans
port phenomena in constricted parallel ducts with fully developed flow and temperature 
profiles. The same numerical procedure is employed to determine laminar transfer phe
nomena in parallel channels with a short flow constriction within which the flow is still 
developing. Two limiting thermal conditions are treated: uniform surface temperature 
and uniform surface heat flux. Theoretical results are obtained for the pressure, stream
line, velocity and temperature distributions, the loss coefficients, the Fanning friction 
factor, and the local and average heat transfer coefficients. Two new dimensionless pa
rameters are derived which describe the transfer performance in the ducts with a short 
flow constriction. Both the hydrodynamic and thermo-hydrodynamic effects at the en
trance as well as the exit of the constricted flow geometry are determined. The numerical 
scheme is capable of treating high velocity flows up to the transition Reynolds number^ 

Introduction 

Exactly one century ago, in 1878, Weisbach [1] published a book on 
theoretical mechanics in which the analytical and experimental results 
were presented on resistance to the motion of water flowing through 
conduits with sudden enlargement and contraction. The head loss in 
such a system was given as 

H = S 
y*2 

2go 
Here, V* denotes the outlet velocity; go, conversion factor; and £, 
coefficient of resistance which takes a value of 0.480 for a sudden 
contraction and (Ha - l ) 2 for a sudden enlargement. Kays [2] has 
obtained semi-empirical results on the expansion and contraction 
coefficients, Ke and Kc, for flows through tubes and ducts with abrupt 
constrictions, respectively. These coefficients whose magnitude is a 
measure of pressure drop A P* due to abrupt expansion or contraction 
can be determined from the Darcy equation 

AP* = Kp 
Vb* 

(1) 

where Vb* represents the bulk velocity in the flow passage, and p is 
the fluid density. His results are only valid for the flow passage of large 
length-to-hydraulic diameter ratio L*/Dh*, since the study was per
formed on a fully developed flow in either the laminar or turbulent 
flow range. By numerically integrating the full Navier-Stokes and 

Contributed by the Heat Transfer Division for publication in The JOURNAL 
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energy equations for steady flows in a parallel channel, results were 
obtained in [3], for Ke, Kc, critical constriction length, combined 
hydrodynamic and thermal entry length and heat transfer perfor
mance for both the uniform surface temperature and uniform surface 
heat flux cases. It is concluded that both pressure drop and heat 
transfer rate in the conduit have been significantly enhanced due to 
a sudden expansion or contraction. 

A comprehensive survey of the literature pertinent to the friction 
loss and heat transfer performance in the entrance region, the pressure 
drop in flows across nozzles, orifices, and other flow constrictions, and 
the blood pressure change in cardiovascular systems including aortic 
valves and arterial stenoses is available in [4] together with a review 
of some numerical techniques suitable for transport analyses and will 
not be repeated here. 

Laminar transport performance in long parallel channel flows is 
well known. Bunditkul and Yang [3] investigated the performance 
enhancement in the parallel conduit due to a sudden expansion and 
contraction in the presence of a long flow constriction, i.e., L*/-D/, is 
so large that both the velocity and temperature profiles become fully 
developed in the constriction. The present study's objective is to de
termine a further enhancement in the transport performance due to 
the hydrodynamic and thermo-hydrodynamic effects at both the 
entrance and the exit of the constricted flow geometry when L*IDh* 
is so small that the flow is still developing at the exit. 

Theoretical results are obtained by numerically integrating the full 
Navier-Stokes and energy equations using finite-difference technique. 
The expressions for the loss coefficients.J'anning friction factor, and 
average Nusselt number are derived from the numerical results. Two 
new nondimensional parameters are derived to describe the hydro-
dynamic and thermo-hydrodynamic effects at the entrance and the 
exit of the flow constriction. 
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Analys i s 
The physical system to be studied is shown in Fig. 1. It is a viscous, 

incompressible flow through a parallel channel of width a* with a 
short rectangular constriction of width b * and length L * situated at 
a distance-Li* from the channel entrance. The origin of the Cartesian 
coordinates (x *, y*) is fixed at the channel entrance with x * measuring 
the distance in the flow direction and y * the distance from the channel 
center. The flow is laminar and fully developed as it enters the 
channel. The fluid temperature at the channel entrance and the wall 
(excluding the constriction surface) temperature are maintained at 
Ta*. The constriction surface (Li* < x* < L\* + L*) is heated to 
achieve two limiting thermal conditions, namely constant heat flux 
and constant surface temperature at Tw*. Constant heat rate prob
lems arise in electric heating, radiant heating, nuclear heating, and 
in counter-flow heat exchangers when the fluid capacity rates are the 
same. The constant surface temperature case occurs in evaporators, 
condensers, or any heat exchangers where one fluid has a much higher 
heat capacity rate than the other. These two cases cover the usual 
extremes met in heat exchanger design and are thus of great technical 
importance. It is important to note the difference between [3] and the 
present study: In [3], the constriction length L* is so large compared 
to the hydraulic diameter of the constriction Dh* (= 2b*) that the flow 
and temperature profiles are fully developed inside the constriction. 
However, the present study considers the constriction of insufficient 
length, namely small L*/D/i*, so that the flow is still developing at 
the exit. The flow is then disrupted again at the abrupt enlarge
ment. 

The vorticity, continuity, momentum and heat transfer equations 
in dimensionless form read 

do) do) • d2to d2a> 
u— + u— = C — - + — -

dx dy dx2 dy2 

du dv 
— + — = 0 
dx dy 

du du „ dP „ d2u d2u 
u—+v — = - C — +C + 

dx dy dx dx2 dy2 

du do dP „ d2v d2u 
u — + v— = +C —- + 

dx dy dy dx2 dy2 

(2) 

(3a) 

(36) 

Fig. 1 The conduit model configuration and coordinate system 

dT dT 
u 1- v — : 

dx dy Pr 
^ d2T d2Tl 
c — + — 

dx2 dy2 (4) 

respectively, where C is defined as (b*IL*)2. 
The appropriate boundary conditions are specified as follows: the 

flow at the inlet x = 0 is fully developed, that is, u = 3/2 u[l — (2y/a)2], 
v = 0, f = 3/2 u[l - l/3(2y/a)2]y and <o = -12 uy/a2, where u is the 
mean velocity over the channel cross section. Along the walls including 
corners, one has zero velocity components, constant stream function 
and C d2wldx2 + d2ai/dy2 = 0. The centerline of the channel geometry 
y = 0 is a streamline for which 4> = 0, w = 0 and, by symmetry, u - 0 
and du/dy = 0. The Uchida-Endo scheme [5] is utilized to determine 
the vorticity, stream function, and temperature at the channel exit. 
P = 0 at x = 0 is selected arbitrarily as a reference pressure value. 

One primary emphasis in this study is on the practical application 
of numerical methods to the transport problem of separated viscous 
flow through parallel ducts of complex axial geometries. Proper 
treatment of the boundary-region flow is essential to the realistic 
simulation of the separated flow. Of particular importance is the 
treatment of the flow in the vicinity of the corners at the two ends of 
the flow constriction. The latter affects computational instabilities 
which limit the range of Reynolds numbers. In response to these 
considerations, the choice of rectangular-mesh systems running 
parallel to the solid walls was made, with fine grids at the boundary 
regions near the two ends of the constriction and coarser grids in the 
remaining bulk of the flow region. The network of finite-difference 
meshes occupying the flow field consists of four different grid sizes. 
Accordingly, four difference schemes are formulated for the interior 

-Nomenclature-
a* = duct width 
b* = constriction width 
Bp = (ReZ)fe*/L*)1/3<rl/4 
BH = Gz1/3 • a1'4 or BF-Prl's 

C = correction factor or (b*/L*)2 

Cc = correction factor for contraction coef
ficient 

Ce = correction factor for expansion coeffi
cient 

Cf = correction factor for Fanning friction 
factor 

Dh* = hydraulic diameter, = 2b* 
f = Fanning friction factor for long 

llAL* u *2\ 
constriction [3], AP* / p-^— 

f* = Fanning friction factor for short con
striction 

go = conversion factor 
Gz = Graetz number = RePrZ)/,*/L* 
hx = local heat transfer coefficient 
h = average heat transfer coefficient over 

heated surface 
kf = fluid thermal conductivity 
Kc = contraction coefficient for flow through 

long constriction 
Kc* = contraction coefficient for flow 

through short constriction 
Ke = expansion coefficient for flow through 

long constriction 
Ke* = expansion coefficient for flow through 

short constriction 
L* = constriction length 
L! = Li*/L* 
L\* = distance from channel entrance to 

' constriction entrance 
L2 = Li*IL* 
L2* = distance from constriction exit to 

channel exit 
Nux = local Nusselt number, hxDh*/kf 
Nu = Nusselt number, hD*h/kf 
P = P*gnb*2h2p 
P* = static pressure 
A P = &P*g0b*2/vi

P 

AP* = pressure drop 
Pr = Prandtl number 
Re = Reynolds number = DhUc*h 
T= (T* - Ta*)/(TW* ~ Ta*) for constant 

surface temperature case (T* — Ta*)/Ta* 
for constant surface heat flux case 

T* = temperature 
Ta* = fluid temperature in the inlet region 

and unheated-wall surface temperature 
Tw* = temperature of constriction surface 

u = velocity component in x -direction = 
u*b*2h L* 

u* = velocity component in x -direction 
uc* = average velocity in constriction 
v = velocity component in y -direction = 

v*b*lv 
v* = velocity component in y-direction 
x = x*/L* 
x* = distance measured from duct entrance 

in flow direction 
y = y*/b* 
y* = distance measured from channel cen

ter 
M = absolute viscosity 
v ~ kinematic viscosity 
p = fluid density 
a = ratio of constriction area to frontal area 
i/' = stream function 

to = vorticity • 
c d ^ + d V 

dx2 dy2 

Subscripts 
c = contraction 
e = expansion 
/ = fluid 
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nodes depending upon their location. The four difference schemes 
produce four sets of difference equations and boundary conditions 
covering the entire flow field. Step-by-step iterative procedure is 
employed for numerical solutions of each interior node, node by node, 
proceeding downstream from the inlet. The vorticity and temperature 
for the new nodes are determined by the Gauss-Seidel iterative 
scheme [6], while the stream function of the node is calculated by 
means of the successive row iteration method [7]. The velocity com
ponents u and v at the node are then evaluated from the definition 
of the stream function. The iteration procedure is terminated when 
the desired level of convergence in the stream function and temper
ature solutions at each node is attained. After the solutions w, \p, u and 
v for all nodes are calculated, the pressure distribution in the flow field 
is determined using the momentum equations (3). Details of the finite 
difference expressions and calculation procedure are available in 
W-

Results and Discussion 
An AMDAHL 470 V/6 digital computer was employed for numer

ical computations of various flow levels in the laminar range up to the 
transition Reynolds number (which varies drastically depending upon 
L*IDh* and a) with various Prandtl numbers. The ratio of free-flow 
area to frontal area of the constriction a was varied between two 
limiting values 0 and 1. The ratio of constriction length to hydraulic 
diameter (its range appropriate for a short constriction depends on 
a and Re) ranged from 0.67 to 240. The channel geometry corre
sponding to L* = L\* = L>2*/2 was divided into a grid network of 144 
points in the flow direction. In the direction perpendicular to the flow, 
however, both the number of grid network and the grid size was varied 
with a: 35 grid points for a = V4, 21 grid points for a = V2, and 21 grid 
points for a = %. The criterion of convergence of \p and T was set at 
0.1 percent. The solution differs from that corresponding to 0.5 per
cent of convergence criterion by a maximum of 2.5 percent at all grid 
points in the same network. The computer time for each case was 
about 100 s. 

Numerical results were obtained for the pressure, streamline, ve
locity and temperature distributions, the loss coefficients, the Fanning 
friction factor, and the local and average Nusselt number. Both the 
uniform surface temperature and uniform surface heat flux cases were 
treated. Results are available in detail in [4]. In the interest of brevity, 
only a few representative results are presented here. 

Fig. 2 illustrates the streamline distribution in the flow field for a 
= 0.5, L*/D),* = 1.0 and Re = 500. Three vortices are observed, as 
expected. They grow as the Reynolds number is increased [4]. In case 
of a long constriction, the y-component velocity is small in the flow 
field and pressures at the same cross section of the flow channel are 
about the same. However, when the constriction is short, pressure 
distribution which is influenced by the size and strength of the three 
vortices varies depending upon a combination of the three parameters 
Re, L*/Dh and a. Fig. 3 shows the pressure distribution along the 
mid-channel corresponding to the case in Fig. 2. The pressure drops 
APC and APe due to an abrupt contraction and expansion determine 
the loss coefficients Kc* and Ke*, respectively, for flows through 
parallel channels with a short flow constriction using equation (1). 
The pressure AP/ is due to flow friction in the constriction. Here, the 
average AP's across the channel are used in the computations. The 
hydrodynamic entrance effect is exhibited as a pressure variation 
immediately downstream from the inlet, * = 1.0 to about 1.2, while 
the hydrodynamic exit effect appears as the pressure change imme
diately upstream from the exit, x = 1.6 to 2.0. As the constriction 
grows in length, the pressure variations at the entrance and exit reduce 
in magnitude. 

Let us define 

Kc* = CcKc;Ke* = CeKe;f* = Cff (5) 

Here Kc and Ke are the loss coefficients and / denotes the Fanning 
friction factor for flows through parallel ducts with a long constriction. 
Both Kc and Ke are determined from Fig. 3 [3], while / corresponds 
to that for flows through parallel ducts and is equal to 24/Re. The 
correction factors Cc, Ce and Cf, derived from the numerical com
putations, are plotted against Bp in Fig. 4, where Bf is defined as (Re 
Dh*/L*)1/3 cr1/4. They are unity when Bp < 2.25, the criterion for a 
constriction to be hydrodynamically long. In the present study, par
allel ducts with a short constriction must satisfy the condition of Bp 
> 2.25. The correction factors in Fig. 4 can be expressed in the form 
of 

C = aBp + b (6) 

Fig. 2 Streamlines for Re = 500, L*/Dh' = 1.0, a = 0.5 

in which a = -0.304,0.792,0.122 and b = 1.684, -0.782,0.725 for Cc, 
Ce and Cf, respectively. 

Figs. 5 and 6(a) show the development of temperature profiles in 
the flow field (Re = 2000, a = 0.5 and L*/Dh* = 5, and T = 0 at inlet) 
for the uniform surface temperature and uniform surface heat flux 
(dT/dy = 1.0) cases, respectively. The Prandtl number was varied to 
determine the effects of thermal diffusivity on thermal stratification 
in a laminar flow through the constricted flow geometry. It is observed 
that all isothermal lines originate from the inlet corner of the con-

2.0 x 10 

ZiP 

3.0 x 104 

4.0 x 10̂  

5.0 x lo"1 

Constriction Constriction 
Entrance Exit 

t I 
1.0 2.0 4.0 

Re = 500 
lf/Dh= 1.0 

a =0.5 

Pig. 3 Pressure drop along mid-channel for Re = 500, L'/Dh' 
a = 0.5 

1.0 and 

7 

K 

5 

Cc 4 

C f 

2 

O 

-1 

-? 

-

_ 

-

1 
1 

A 

O 

D 

cr=l/4 
<r=l/2 
V = 2/3 

/̂ 2L—-

i 
2 

1 
3 

2.25 

°jf 

A 

1 
4 

— C T Q 

•~-<*-a. 1 
5A " - 6 ~ 

BF 

~"o~ " 

1 

- o - L 

Zy 

C f 

1 
'8 

"~"c?~-

1 
9 

Fig. 4 Correction factors for loss coefficients and Fanning fiction factor for 
flows through parallel channels with a short flow constriction 

Journal of Heat Transfer MAY 1979, VOL. 101 / 219 

Downloaded 21 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Fig. 5 Temperature distributions for uniform surface temperature case 
corresponding to a = 0.5, L'IDh * = 5, Re = 2000, Pr = 0.72, 2.0, 5.0 and 
10.0 

striction heated at a uniform surface temperature, while the uniform 
surface heat flux case has some isothermals originating from the 
heated surface. Under both thermal boundary conditions, isothermal 
lines stretch downstream as Pr increases or as the L*/D/t* ratio de
creases. In the limit when L*/D;,* takes a large value, all isothermal 
lines terminate almost perpendicularly at the channel center line as 
seen in Figs. 4 and 5 of [3]. In the case of uniform surface heat flux, 
the highest temperature on the heated surface occurs at a distance 
x * measured from the exit corner of the constriction: 

x*/L*= 0.94 P r ^ A R e 1 ' 2 oL*/Dh*) (7) 

The location x * is confined within the downstream half of the con
striction walls. This suggests a potential hazard in the region due to 
local heat concentration whose severity depends on Pr, Re, a and 
L*IDh*. Fig. 6(6) demonstrates the effect of the Reynolds number 
on temperature distribution for the constant heat rate case. It is ob
served that the temperature gradients at the heated wall in the con
striction entry region grow steeper as the flow rate diminishes, indi
cating an enhancement in the local Nusselt number with a decrease 
in the Reynolds number. Particularly noteworthy is the heating of 
the fluid upstream from the constriction entrance due to thermal 
diffusion in the fluid. The heating spreads further upstream and 
outward (in the y direction) as the Reynolds number is reduced. 

Fig. 7 demonstrates the effects of a and L*/Dh* on the local heat 
transfer performance and the thermal entrance length for both the 
uniform surface temperature and uniform surface heat flux cases at 
Re = 2000 and Pr = 0.72. A comparison of Figs. 7(a) and 7(6) reveals 
that the thermo-hydrodynamic entrance effect is more prominent in 
a shorter constriction as expected. In a shorter constriction, for ex
ample L*lDh* of 5 in Fig. 7(a), the thermo-hydrodynamic "exit ef
fect," an augmentation in the local heat transfer performance, is ob
served under both thermal boundary conditions. This exit effect is 
not seen in Fig. 7(6) for L*IDh* = 25 or Fig. 6 of [3] for large L*/Dh*. 
Both the entrance and exit effects diminish with an increase in the 
constriction length. When the Reynolds number diminishes, the local 
Nusselt number increases in the entry region but decreases in the 
downstream region to the exit such that its average value over the 
entire constriction Nu would be reduced in compliance with equation 
(8) or (9) which follows below. 

2I.PC 

Fig. 6(a) Temperature distributions for uniform surface heat flux case 
corresponding to a = 0.5, T'/Dh * = 5, Re = 2000, Pr = 0.72, 2.0, 5.0 and 
10.0 

[\>r\jr\)r\> row -&cn ĵ<*> CD ^J gi-fc 

2U°C 

ropjroro wen £. OJ ro 

Fig. 6(b) Temperature distributions for constant surface heat flux case 
corresponding to a = 0.5, T*IDh * = 5, Pr = 0.72, Re = 100, 200 and 500 

The following expressions for the mean Nusselt number Nu are 
derived from the numerical computations: 

For the uniform surface temperature case: 

•9.3 for BH < 3.5 

2.26 Gz!/
3 for 4.4 > BH > 3.5 

3.08 BH for BH > 4.4 
Nu (8) 

For the uniform surface heat flux case: 

flO.7 for BH < 3.5 

2.60 Gz1/3 for 4.4 > BH > 3.5 

3.85 BH for BH > 4.4 
N u : (9) 
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Flg.7(a) Local heat transfer performance In constricted flow systems for 
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Here, Gz denotes the Graetz number defined as RePrDh*/L* and BH 
is GZI/3 (JI/4 or BFPrl/3• For a given Peclet number RePr, a large value 
of Gz signifies a shorter constriction. In the determination of the loss 
coefficients and the Fanning friction factor, BF > 2.25 is the indication 
of a hydrodynamically short constriction. For heat transfer perfor
mance evaluation, BH > 4.4 is the criterion for a thermo-hydrody
namically short constriction. It is evident in equations (6, 8) and (9) 
that for short constrictions, both the C-BF and Nu-BH relationships 
are linear. A comparison of equations (8) and (9) discloses that in 
geometrically similar heat transfer systems, a uniform surface tem
perature yields smaller convective conductances than a uniform 
surface heat flux input at the same Reynolds and Prandtl numbers. 
The limiting Nusselt number for BH less than 3.5 takes a constant 
value which is independent of the area ratio: 9.3 and 10.7 for constant 
surface temperature and constant heat flux, respectively. Both are 
higher than their counterparts in a long parallel channel flow, 7.54 
and 8.235, respectively, as well as those in a circular tube flow, 3.658 
and 4.364, respectively. 

In order to ascertain the validity of the present finite-difference 
scheme, both qualitative and quantitative comparisons were made 
in [4] between the numerical results obtained from this scheme and 
the empirical and theoretical data available in the literature. Quali
tatively, the streamlines in the flow field and the vortices generated 
at the steps and the constriction entrance, for example in Fig. 2, are 
confirmed by the visualization studies on channel flows with abrupt 
expansion or contraction [8,9], flows along a flat surface with a step 
[9], and a back step flow [10, 11]. The present numerical scheme was 
applied to solve the problem oflaminar forced convection in the en
trance region between parallel flat ducts. Results for the local and 
average Nusselt number over a wide range of Pr compare very well 
qualitatively with both theory and test data [12-19], as shown in 
[4]. 

Conclusions 
Two new dimensionless parameters BF and BH are defined to de

scribe transport phenomena in the constricted flow geometry: BF for 
flows and pressure drops and BH for heat transfer performance. BF 
corresponds to BH for Pr of unity. A constriction is hydrodynamically 
short when BF exceeds 2.25 and is thermo-hydrodynamically short 
when BH is greater than 4.4. Equation (5) defines the loss coefficients 
and Fanning friction factor for flows through the constricted geom
etry, in which Ke and Ke are determined from Fig. 3 [3], f = 24/Re, 
and the correction factors Ce, Ce and Cf are evaluated using equation 
(6) or Fig. 4. Equation (7) gives the location of the maximum wall 
temperature in the uniform surface heat flux case. The last expres
sions of equations (8) and (9) give the average Nusselt numbers in the 
constricted flow geometry for the uniform surface temperature and 
uniform surface heat flux cases, respectively. Both the C-BF and 
Nu-BH relationships for the constricted flow system are linear. It is 
revealed that in geometrically similar flow systems, a uniform surface 
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temperature yields lower heat transfer performance than a uniform 
surface heat flux input at the same Peclet number. Of interest is the 
phenomena of both the hydrodynamic and thermo-hydrodynamic 
effects at the entrance as well as the exit of the constricted flow ge
ometry. 
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Convective Heat Transfer 
Augmentation in Thermal Entrance 
Regions by means of Thermal 
Instability 

{The effects of thermal instability on a liminar thermally developing entrance flow be
tween two horizontal plates heated from below are studied experimentally. The experi
ments cover a range of Rayleigh numbers between 2.2 X 204 and 2.1 X 10s, and Reynolds 
numbers between 50 and 300 using air. Results for the heat transfer rate and entrance 
length show that they are influenced not only by the Rayleigh number but also by the ratio 
Re2/Gr. The heat transfer rate is increased as much as 4.4 times due to thermal instabili
ty. The flow visualization experiments show that the critical wavelength is determined 
by the channel height, not by the thermal boundary layer thickness.) 

Introduction 

The effects of thermal instability on a laminar, hydrodynamically 
fully developed but thermally developing flow in a channel formed 
by two horizontal plates heated from below have been studied in re
cent years by several investigators (Kamotani and Ostrach [1], Hwang 
and Cheng [2], Hwang and Liu [3]). Kamotani and Ostrach [1] ob
tained experimentally the critical Rayleigh numbers based on the 
channel height as a function of downstream distance using air, and 
found that the thermal entrance region is more stable than the 
fully-developed region. They also found that the values of Ra,cf are 
much larger than the theoretical values given by Hwang and Cheng 
[2]. Later the experimental work by Hwang and Liu confirmed the 
findings of Kamotani and Ostrach. 

Kamotani and Ostrach also investigated the structure of the sec
ondary flow caused by the thermal instability and the associated heat 
transfer augmentation in the post-critical region. However, because 
of the aforementioned unexpectedly high critical Rayleigh numbers 
it was not possible to operate the apparatus much beyond the critical 
values, and therefore the heat transfer augmentation attained in the 
experiments was rather small (less than twice the heat transfer rate 
of a subcritical condition) and the study of the secondary flow struc
ture in the post-critical region was limited. One result by Kamotani 
and Ostrach showed that the thermal entrance length did not change 
appreciably in the range of Rayleigh number studied (103 to 3.1 X 104), 
which may not be true in a higher Rayleigh number range. 

In the present experiments the effects of thermal instability are 
investigated in the range of Rayleigh number much larger than that 
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of Kamotani and Ostrach [1]. The heat transfer rates and temperature 
fields are studied in the post-critical region. Flow visualization ex
periments also are conducted to study the detailed flow structure near 
the onset point of thermal instability. 

Experimental Setup and Procedure 
Fig. 1 shows a sketch of the test setup and the coordinate system 

adopted herein. The setup is similar to the one used by Kamotani and 
Ostrach [1], but the present one is larger in all dimensions to obtain 
higher Rayleigh numbers. The test section is 56.4 cm wide and 53.3 
cm long. The height of the test section is 3.8 cm. The test section is 
connected to a 213.4 cm long entrance section in order to obtain a fully 
developed velocity profile at the entrance of the test section. The 
bottom plate of the test section is made of a 6.35 mm thick aluminum 
plate. Seven electrical heating mats are bonded to the back of the plate 
as shown in Fig. 2. Various size heaters are used in accordance with 
the heat transfer rate change in the longitudinal direction. Four guard 
heaters are used to minimize the heat loss to both sides of the plate. 
The input to each heater is regulated individually by a voltage 
transformer. The top plate of the test section is made of 6.35 mm thick 
plexiglas. The temperature of the top plate is controlled by cooling 
water flowing over it. The top plate temperature is kept at the main 
stream temperature to eliminate a thermal boundary layer on the top 
wall surface. The surface temperatures of both top and bottom plates 
are measured by thermocouples embedded in the plates. To minimize 
the net heat transfer between the heaters through the aluminum plate 
the heat input to each heater is carefully adjusted until no consistent 
trend in the plate temperature distribution is found. The nonuni-
formity of the plate temperature distribution relative to AT is about 
two percent for the smallest AT (about 5°C) tested here and becomes 
better as AT increases. 

For each experiment the input of each heater is adjusted until a 
steady uniform bottom wall temperature is obtained. The total heat 
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transfer rate over the region covered by each heater is calculated from 
the net heat input to the air in the test section. The net heat input of 
each heater is calculated by subtracting the conduction and radiation 
loss from the total input to each heater. The details of the calculation 
are explained in Ostrach and Kamotani [4] and also in Miao, Kamo
tani and Ostrach [5] from which most of the present data are taken. 
The heat transfer coefficient of each heater and, its dimensionless 
form the Nusselt number are defined as: 

Qnet hD 
?— = / ! (T 1 -T 0 ) ,Nu = — 
area k 

The experimental error involved in the value of Nusselt number is 
estimated to be ±12 percent as discussed in Miao, Kamotani and 
Ostrach [5]. 

The total flow rate in the test section is measured by a flowmeter. 
The mean speed at the test section is calculated from the total flow 
rate. The Reynolds number at the test section is varied between 50 
and 300. 

Temperature distributions in the test section are measured by a 
thermocouple probe inserted from the downstream end of the test 
section. 

In the flow visualization experiments a mixture of titanium tetra
chloride and carbon tetrachloride is used to generate smoke by slowly 
blowing humid air through the mixture outside the apparatus. The 
smoke is clearly visible and neutrally buoyant in air. A small amount 
of the smoke is injected from small holes in the bottom plate just 
ahead of the test section as shown in Fig. 1. 

Experimental Results and Discussion 
At first, as was done by Kamotani and Ostrach [1], the main flow 

is investigated to check its two-dimensionality and its laminar and 
fully developed conditions at the test section without heating. It is 
found that the main stream conditions are very similar to those ob
tained for the test setup by Kamotani and Ostrach [1], and those 
conditions are considered to be satisfactory for the present experi
ments. 

Onset of Thermal Instability. The flow structure near the be
ginning of the thermally unstable region is studied by visual obser

vations. The onset points of thermal instability are determined by 
detecting the start of small but systematic smoke motions in the 
thermal boundary layer. The onset points are spaced at certain in
tervals in the spanwise direction (y-direction). The average axial lo
cation of onset of instability is plotted as a function of the Rayleigh 
number in Fig. 3. The figure also shows the results of similar experi
ments by Hwang and Liu [3] and those of the work by Kamotani and 
Ostrach [1] in which the onset points were determined by detecting 
small spanwise temperature variations. As seen in the figure, the three 
results agree well. The small discrepancies between the work of [1] 
and the present data are due to the two different techniques of de
termining the instability onset. They all show that the experimentally 
determined critical Rayleigh numbers are much larger than the the
oretically predicted values by Hwang and Cheng [2]. As pointed out 
by Kamotani and Ostrach [1], this discrepancy may be caused by the 
fact that in the analysis of Hwang and Cheng the channel height, D, 
was used as the vertical length scale, whereas in the thermal boundary 
layer the temperature difference exists only over the thermal 
boundary layer thickness, 5-p. Davis and Choi [6], in their study of 
thermal instability in a liquid film flow, observed similar discrepancies 
between the theoretical and experimental Ra,cr. Davis and Choi also 
computed Ra,cr using §r as the vertical length scale, and found good 
agreements between the theoretical and experimental values. In the 
present analysis no theoretical computations of Ra,<r based on br is 
available, but a comparison of the experimental data with the theo
retical result by Hwang and Cheng indicates that the difference scales 
roughly with the ratio, (D/Sf)s. The fact suggests that 8T may be 
the proper vertical length scale of the problem. 

If &r is indeed the proper vertical length scale in the disturbance 
equations, the wavelength of the induced secondary flow is expected 
to increase as ST increases in the subsequent downstream flow de
velopment. However, Hwang and Liu [3] noted that the wavelength 
remains constant along the main flow direction after the onset of the 
secondary flow. To check this the flow structure near the onset points 
is carefully studied in the present experiment. Smoke injection near 
the bottom plate surface reveals a rather complex flow structure. Fig. 
4 shows a schematic view of the flow structure. At a certain axial lo
cation the smoke near the bottom wall starts to bifurcate. Downstream 

.Nomenclature-

D = channel height 
Gr = Grashof number, gli\TD*h2 

8 = gravitational acceleration 
k = thermal conductivity 
Pe = Peclet number, RePr 

Pr = Prandtl number, via 
Ra = Rayleigh number, g$\TD*ha 
Ra,cr = critical Rayleigh number 
Re = Reynolds number, UD/v 
Ti = bottom wall temperature 
TQ = free stream and top wall temperature 

AT = Ti - T0 

U = mean axial velocity 
« = thermal diffusivity 
p = thermal expansion coefficient 
i/ = kinematic viscosity 
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Fig. 4 Flow structure near onset points 

of that position a strong upward motion of the smoke in a nearly co
lumnar shape is observed. As the column rises, it deforms into a 
mushroom-shape due to the shearing action of the main stream. A 
similar flow structure is clearly visible also in the pictures taken by 
Hwang and Liu [3]. The mushroom-shape flow structure eventually 
reaches the top wall and bifurcates, developing into a longitudinal 
roll-cell in the downstream region. In the region where the mush
room-shape flow is dominant the spanwise temperature distribution 
shows alternating appearances of small and large peaks as shown in 
Fig. 5. The small peaks are considered to be due to the aforementioned 
bifurcation. The temperature measurements were made without 
smoke particles, but one can infer from Fig. 5 that the flow is quali
tatively like that observed from the smoke study. This would seem 
to indicate that the aforementioned flow structure is not just caused 
by the presence of smoke particles. When the ratio Re2/Gr (the ratio 
of inertia forces [forced convection] to buoyancy, sometimes called 
modified Froude number) is much smaller than unity (Re2/Gr < .1), 
the smoke columns impinge strongly on the top plate, which causes 
a noticeable back-flow in the upstream direction along the top wall. 
The back-flow is eventually pushed back into the main stream, but 
it disturbs the main stream substantially. When Re2/Gr > .1, by the 
time the smoke columns reach the top wall, they are substantially 
deflected downstream. The ratio Re2/Gr does not play a role in the 
linearized stability analysis of the present problem by Hwang and 

Cheng [2], but the flow structure in the post-critical region is expected 
to be influenced by the ratio. Fig. 6 shows the spanwise spacing of the 
onset points measured under various experimental conditions. As seen 
in the figure the spacing is close to the channel height, D. The spacing 
remains nearly constant in the subsequent development into longi
tudinal cells. The observation is in good agreement with the one made 
by Hwang and Liu.[3]. Therefore from the flow visualization tests it 
can be inferred that the critical wavelength of the thermal instability 
is determined by D, not by ST. According to the stability analysis by 
Hwang and Cheng [2], the secondary motion associated with the 
thermal instability is not confined in the thermal boundary layer but 
engulfs the whole flow passage. In that regard D seems to be more 
appropriate length scale than ST- It is noted, however, that the sec
ondary motion must grow sufficiently after the onset to be detected 
experimentally. The thinner the thermal boundary layer, it is ex
pected to take more time for the secondary motion to grow because 
it has to penetrate into the more stable free stream region. That seems 
to be one reason why the experimentally'determined critical Rayleigh 
numbers are strongly influenced by the thermal boundary layer 
thickness. Another reason for the discrepancy between the measured 
and predicted Ra,cr may be due to the fact that according to the 
present visual observations the flow does not seem to be unstable to 
longitudinal cells at the onset point as assumed in the theory. Around 
the onset point the fluid motion seems to be more three-dimensional. 
Those rising columns observed in the present experiment resemble 
the rising center columns of Benard cells. In the present case those 
columns are deflected and bifurcated, and eventually impinge on the 
top wall and further bifurcate, developing into longitudinal cells in 
the downstream region. 

Heat Transfer Rate. Fig. 7 shows the variation of measured mean 
Nusselt number with x(=X/FeD) for 2 X 104 < Ra < 2.2 X 105 and 
Re = 50. The mean Nusselt number at x is defined as Nusselt number 
averaged over the length between x = 0 and x, and is a measure of 
overall heat transfer rate in the region. The solid line in Fig. 7 is the 
theoretical result given by Hatton and Turton [7] for the heat transfer 
rate in the thermal entrance region without buoyancy effects. Some 
of the data from the work by Kamotani and Ostrach [I] are also shown 
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Fig. 7 Mean Nusselt number variation 

in the figure for comparison. For a given Rayleigh number the varia
tion of the measured mean Nu follows closely the theoretical curve 
up to a certain x value, which indicates no appreciable effect of 
thermal instability in that region. Once the secondary flow (caused 
by the thermal instability) becomes appreciable, the data start to 
deviate from the theoretical curve indicating an augmentation of the 
heat transfer rate. The enhanced heat transfer occurs at different axial 
locations depending on the Rayleigh number. With increasing Ray
leigh number the location where the mean Nu deviates from the 
subcritical value moves upstream, indicating that the thermally un
stable region spreads into the upstream region. The same trend was 
also observed by Kamotani and Ostrach [1] although in that work the 
effect of thermal instability is much smaller due to smaller Rayleigh 
numbers. For the maximum Rayleigh number obtained in the present 
experiment (2.1 X 105) one can observe the effect of thermal instability 
on heat transfer rate at x = .01 and further upstream. 

To study the effect of thermal instability locally it is necessary to 
measure the local heat transfer rate. However, because of the way the 
heat transfer rate is measured in the present experiment one cannot 
determine the heat transfer rate at a given point. Instead, the local 
effect of thermal instability is studied using the average Nusselt 
number over each heater. The locally averaged Nusselt number Nu 
[a < x < b] is defined as the mean Nusselt number in the interval a 
< x < b where a and b are specified by the size of each heater (non-
dimensionalized by DPe). Variations of locally averaged Nu with Ra 
at several locations are presented in Fig. 8. Also shown in the figure 
for comparison are local Nusselt numbers at x = lk(a + b) in the 
subcritical range given by Hatton and Turton [7]. Because the di
mensions of the present apparatus is too small to yield a subcritical 
condition (AT becomes too small) no data are taken in the subcritical 
range. However using a similar setup as the present one Kamotani and 
Ostrach [1] confirmed the theoretical values of Hatton and Turton. 
The solid line in Fig. 8 is the empirical curve obtained by Hollands, 
et al. [8] who measured the heat transfer rate in confined air (no 
mainstream). According to Ostrach and Kamotani [4] there is no 
appreciable difference between the heat transfer augmentation due 
to thermal instability for the confined case and that for the fully de
veloped flow. As seen in Fig. 8, the measured values of Nu approach 
those for the confined case with increasing x. Due to the experimental 
error involved in the values of Nu it is difficult to pinpoint in Fig. 8 
the location where the flow becomes thermally fully developed. The 
subject of the thermal entrance length is discussed in the following 
section. In the region where the flow is not thermally fully developed, 
one still observes a substantial increase of the heat transfer rate from 
the subcritical value. At Ra = 2.2 X 104 and Re = 50, according to the 
present flow visualization experiment the flow becomes unstable at 
x = .05. But Fig. 8 shows that at the corresponding condition there 
is already a noticeable heat transfer rate increase in the region .023 
S x < .046. In comparison Kamotani and Ostrach [1] observed very 
little heat transfer augmentation in the region .035 < x < .054 at Ra 

= 2.2 X 104 and Re = 170. This may be explained by the difference 
in the value of Re2/Gr in the two experiments. Compared to the 
present experiment the value of Re2/Gr is about 12 times larger in the 
previous experiment by Kamotani and Ostrach, and thus one expects 
a stronger effect of natural convection in the present experiment, once 
the flow becomes unstable. As explained previously, when Re2/Gr is 
much smaller than unity an upward fluid motion becomes very strong 
at the onset point, which causes a substantial upstream flow distur
bance. That seems to be the reason for the increase of heat transfer 
rate even in the thermally stable region. The aforementioned phe
nomenon becomes less noticeable as Re2/Gr increases. Therefore it 
can be said that in the region of small x, Nu is influenced by Re2/Gr 
(in addition to Ra) especially when the ratio is less than one. When 
the measured locally-averaged Nusselt numbers are compared with 
the corresponding subcritical values given by Hatton and Turton, it 
is found that heat transfer augmentation is about 1.6 around x = .035, 
and 4.4 around x = .272 in the range of Rayleigh number (and Re2/Gr) 
studied herein. 

From the above results it seems that Nu in the thermal entrance 
region is a function of mainly x, Ra, Gr/Re2 and Ra,cr for air. Some 
simple attempts were made to correlate the heat transfer data ob
tained herein and by Kamotani and Ostrach [1], but no satisfactory 
correlation was found. Considering the number of variables involved 
and rather complex manners in which Nu changes with x near Ra,„ 
as shown by Kamotani and Ostrach [1] very extensive work seems to 
be required to correlate the Nu data. Besides, more experimental data, 
especially data concerning the effects of Re2/Gr on Nu are needed. 
For these reasons the correlation of the heat transfer data is left for 
future work. It is noted that the correlation equation given by Hol
lands, et al. [8] for the confined case (also valid for the fully developed 
region) is not applicable in the region x < .2 and Ra < 2 X 10s (Fig. 
8). 

Thermal Entrance Length. To observe the effect of natural 
convection on the thermal entrance length, temperature distributions 
in the entrance region are studied. For this study it is found conve
nient to consider the mean temperature in the spanwise direction at 
the midheight which is defined as 

Tm(. 
1 (*ya+I 

X ) = T S ' T(x, y,z = D/2)dy 

Tj/2 is close to To at x — 0, and becomes equal to the value lk (To + 
Tj) in the fully developed region. Fig. 9 shows the distributions of T172 
under various experimental conditions. The variation of T\ii for the 
subcritical case (calculated from the data in Kamotani and Ostrach 
[1]) is also shown in the figure for comparison. When Ra is small (Ra 
= 9.7 X 103), the variation 04 T1/2 follows closely the subcritical 
variation in most of the entrance region, which agrees with the ob
servation made by Kamotani and Ostrach. At Ra = 1.0 X 105 the 
thermal entrance length is noticeably shortened. As seen in Fig. 9 at 
a given Ra value, the variation of T1/2 and the entrance length depend 
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very much on Re (or Re2/Gr). A sharp increase of Ti/2 at a certain axial 
location is caused by the aforementioned upward fluid motion. At a 
given Ra if Re is reduced the upward motion carries more heat to the 
top wall, and thus enhances the mixing of cold and hot air. Conse
quently the thermal entrance length decreases as Re2/Gr is reduced. 
Fig. 9 also shows that the abrupt thickening of the thermal boundary 
layer in the case of small ReVGr influences the boundary layer up
stream substantially. 

Conclusions 
Experiments were performed to study the effects of thermal in

stability in the hydrodynamically fully developed but thermally de
veloping region of a channel flow of air on the heat transfer rate and 
flow field in the Rayleigh number range between 2.2 X 104 and 2.1 X 
105. The following conclusions are drawn from the experiments. 

1 The heat transfer parameter, Nusselt number, in the thermal 
entrance region is increased 1.6 to 4.4 times due to the thermal in
stability. At a given x location Nu depends mainly on Ra, but it is also 
influenced by the parameter Re2/Gr near the critical Rayleigh number 
especially when Re2/Gr is much less than one. 

2 The temperature field and thermal entrance length are also 
affected by Ra and R§2/Gr. The entrance length is about x = .2 for 
Ra = 1.2 X 105 and Re = 50 compared to x = .4 for the subcritical case. 
The entrance length is reduced as Ra increases, and at a given Ra the 
length is reduced as Re2/Gr decreases. 

3 The flow visualization experiment shows that when Re2/Gr is 
much less than one, there is a strong interaction between the main 
stream and the flow caused by thermal instability. The wavelength 
of the secondary flow is nearly constant along the longitudinal di
rection in the entrance region, and it is determined by the channel 
height not by the thermal boundary layer thickness. 
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Natural Confection of Mercury 
in a Magnetic Field parallel to the 
.Gravity 

, Experimental and numerical studies were carried out on the natural convection of mercu
ry in a rectangular container heated from a vertical wall. A magnetic field was applied 
parallel to the gravity vector and to the heated wall. Experimental results showed that 
the magnetic field decreased the Nusselt number considerably in the low region of the 
Grashof number. The effect of the parallel field was found to be less than that for a field 
normal to the gravity vector, but it is still not negligible. Numerical results on the Nusselt 
number were found to predict approximately the experimental ones. Calculated velocity 
profiles displayed noticeable changes due to the application of the magnetic field. A broad 
stagnation region was formed in the core of the container.) 

Introduction 

Engineering studies on fusion reactors have been made along with 
the development of plasma confinement techniques. When a liquid 
metal is used as a coolant for a fusion reactor, its flow and heat transfer 
are influenced considerably by the magnetic field. The present study 
was made on natural convection of mercury in an enclosure with a 
magnetic field applied parallel to the gravity vector. 

Many experimental and analytical studies [1-8] have been made 
on the natural convection of electrically conducting fluids in magnetic 
fields. To the authors' knowledge, however, the direction of the 
magnetic field has been perpendicular to the gravity vector in all the 
studies. 

When the direction of the magnetic field is perpendicular to the 
gravity vector, the flow induced by the buoyant force crosses it. In that 
case, a term for the electromagnetic retarding force appears in the 
momentum equation for the vertical velocity component. A term for 
the buoyancy force also appears in this equation. Therefore, the 
boundary layer approximation is applicable, so the equation is sim
plified. Many workers have followed this procedure. 

Natural convection with a magnetic field parallel to the gravity 
vector has not yet been studied. In this case, the magnetic field in
teracts with the velocity component that is perpendicular to the 
gravity vector. The momentum equations for the velocities both 
parallel and perpendicular to the gravity must be solved. The 
boundary layer approximation is thus not applicable. 

In the present work, both experimental and numerical studies were 
made on the natural convection of mercury in a magnetic field parallel 
to the gravity vector. In the experiments, mercury was contained in 
a rectangular vessel and a uniform heat flux was applied through a 
vertical wall. 

Experiment 
The experimental apparatus used is shown in Fig. 1. The stainless 

steel casing is 120 mm high, 175 mm long and 120 mm wide. It contains 
two chambers. One chamber is filled with mercury to a height of 70-80 
mm. The other chamber contains a heater and a copper conductor. 
The copper conductor is 80 mm in diameter and 44 mm thick with a 
projecting square finger 45 mm long, the end of which forms a heat 
transfer surface 20 mm wide and 20 mm high. The casing is so set that 
the heat transfer surface is parallel to both the gravitational and the 
magnetic field. 

Five thermocouples were inserted into the finger at equal intervals. 
They were used to measure the heat flux at the surface. The surface 
temperature was measured with a CA sheathed thermocouple 0.5 mm 
in OD welded into a groove cut on the surface. Seven sheathed ther-
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mocouples were placed in mercury with each tip 1 mm away from the 
surface. One of them, just opposed to the center of the heat transfer 
surface, was driven horizontally by a traversing mechanism, which 
could provide positioning within 0.01 mm. The temperature distri
bution in the thermal boundary layer was measured by the traversing 
thermocouple. The temperature of the mercury near the water jacket 
was also measured. 

Heat was supplied by a sheathed heater wound around the cylin
drical base of the copper conductor. The space in the chamber sur
rounding the heater was filled with thermal insulation and evacuated 
to minimize heat loss. 

The casing was placed between the pole pieces of a large electro
magnet, formerly used for MHD experiments. The pole face of the 
magnet was 250 mm wide and 500 mm long and the separation dis
tance of the pole pieces was 140 mm. Magnetic induction up to 1.5 T 
was available. 

The intensity of the magnetic field was increased stepwise with the 
heat flux held constant. In other runs, the heat flux was varied from 
7 to 125 W/cm2 while the field intensity was kept constant. In each 
step of a run, measurements were made after steady state was 
reached. 

2 4 6 mm 
distance from the heated wall 
Fig. 2(a) Taken at X= 1.5 

Experimental Results 
Temperature distributions in the boundary layer are shown in Fig. 

2(a) and those parallel to the heated wall in Fig. 2(b). The results of 
two experimental runs are compared. One is at B = 0.0 T and the other 
is at B = 0.9 T with the same heat flux of 30 W/cm2. The lines show 
corresponding numerical results, which will be described later. An 
error in the measuring position was unavoidable due to the relatively 
large hot junction of the traversed thermocouple. The horizontal bars 
in Fig. 2(a) indicate the range of positional errors. 

In the absence of the magnetic field, the temperature at 6 mm away 
from the heated wall is nearly equal to the cold wall temperature as 
shown in Fig. 2(a). When the magnetic field is applied, the surface 
temperature rises noticeably; that is, the heat transfer rate is de
creased. The temperature near the heated wall is also increased and 
the thermal boundary layer becomes thicker. The mercury temper
ature at 1 mm away from the wall is plotted against the vertical po
sition in Fig. 2(6). The rise of the temperature becomes remarkable 
with the application of the magnetic field. 

Heat transfer results are shown in Fig. 3 with the Hartmann number 
as a parameter. The existing empirical correlations for natural con
vection of liquid metals without a magnetic field indicate that the 
Nusselt number is proportional to Gr1/4Pr1/2 [9,10]. In this work, to 
eliminate the effect of the Prandtl number, a modified Nusselt 
number is defined as Nu* = Nuc/(Pr/0.02)1/2, where Nuc = <?0(L/2)/ 
k(Tc - T„). This is shown as the ordinate in Fig. 3. The surface 
temperature was measured at the center of the heated wall; so the 
characteristic length is chosen as L/2 and the suffix c is added to the 
nondimensional quantities in the present paper. Thus, the quantities 
with the suffix c are local values. The broken line in Fig. 3 is the ex-
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Fig. 2 Measured temperature distributions in the direction perpendicular 
and parallel to the heated wall. Lines indicate the corresponding numerical 
results. 

.Nomenclature-
Bo = applied magnetic field intensity 
Grc =g/3(L/2)3(Tc. - Ta)/„

2, Grashof num
ber 

Gv*=glSL^q0L/k)/^ 
g = gravitational acceleration 
h = AX = AY nondimensional mesh inter

val 
Ha = Va/rj BQL, Hartmann number 
Hac = V^Bod/2) 
k = thermal conductivity of mercury 
L = height of the heating surface 
Lyc = 2Ha;:/VGr(., Lykoudis number 
Nuc = q0(L/2)/k{Tc - T„), Nusselt num

ber 
Nu; = Nuc/(Pr/0.02)1/2 

Nu0 = NuJ for Hac = 0 

p = pressure 
Pr = via, Prandtl number (of mercury) 
go = heat flux at the heating surface 
T = temperature 
Tc = temperature of the heating surface at 

the position of L/2 
T„ = temperature of the cooling wall 
u = velocity of x -component 
U = uhh 
Umax = maximum of U 
u = velocity of y -component 
V = vLh 
x = axis along the direction of the gravity 
X = x/L 

X\ = the position where heating starts 
Xi = the position where heating ends 
XE = nondimensional depth of mercury, i.e., 

the position of the free surface 
y = axis normal to the heating surface 
Y = y/L 
YE = nondimensional distance between hot 

and cold walls, i.e., the position of the 
cooling wall 

a = thermal diffusivity 
(i = thermal expansion coefficient 
rj = dynamic viscosity 
0 = (T- T„)/(qoL/k - T„), nondimensional 

temperature 
i> = kinematic viscosity 
a = electrical conductivity 

228 / VOL. 101, MAY 1979 Transactions of the ASME 

Downloaded 21 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



d&to 

B IT) 
Hoc 

0 
0 
0 

0.45 
4 0 
A 

0.9 
250 
A 

1.5 
4 0 0 
9 

I07 

Grr 

Fig. 3 Experimental results of Nuc versus Grc for various magnetic field 
strength, with the broken line denoting the existing correlation for zero mag
netic field (1). Solid lines are obtained from the present empirical correlation 
in the presence of a magnetic field (2). 

(D 
(2) 

Nu, = 0.546 Pr1/2 Grx
1/4/(0.800 + Pr)1/4, 

Nuc/Nuo = 1 - 0.13 X 106 (Hac/Grc) + 7.5 X 109 (Hac/Gr,,)2 

isting correlation without the magnetic field. Our experimental results 
for Hac = 0 are proportional to Gr£/5 rather than GrJ/4, where Hac = 
V^7vB0(L/2) and Grc = gf3(L/2)3(Tc - T„)/«2 . The cause for this 
difference may be that the presence of the cooling wall is not negligible 
in the present experiment. Except for this slight difference in the 
exponent of the Grashof number, the present results for Hac = 0 agree 
with those in the literature [9, 10]. 

When the magnetic field was applied with the wall heat flux con
stant, the surface temperature increased, the Nusselt number de
creased and the Grashof number increased. This effect was especially 
remarkable in the Grashof number low region (see Fig. 3). At high 
Grashof numbers, application of the magnetic field reduced the 
Nusselt number only slightly. 

The present data are empirically found to be represented ap
proximately by Nu c /Nu0 = 1 - 0.13 X 106 (Hac/Grc) + 7.5 X 109 

(Hac/Grc)2 for Hac /Grc < 6 X 10"6. The Nusselt numbers obtained 
from the correlation are plotted in Fig. 3 for B = 0.45 and 1.5 T. For 
high Hartmann numbers, the effect of the magnetic field on heat 
transfer changes with the geometrical configuration of the container, 
especially with the aspect ratio; that is the ratio of the height of the 
heated section to the distance; between the hot and the cold, walls. 
Thus, the correlation is valid only for the present aspect ratio of 
0.4. 

The ratio Nuj/Nuo is plotted against the Lykoudis number, Lyc, 
in Fig. 4. This number was introduced by Lykoudis [2] in his similarity 
analysis on natural convection with the magnetic field normal to the 
gravity vector. It physically represents the ratio of the pondermotive 
force to the square root of the product of buoyant and inertial forc
es. 

Unlike the case for a normal magnetic field, there is no theoretical 
background to show that the effect of a magnetic field parallel to the 
gravity vector can be correlated by the Lykoudis number. However, 
to compare it to the effect of the direction of the magnetic field, we 
choose the Lykoudis number as the abscissa. The dotted-dashed line 
indicates the analytical results by Sparrow, et al. [1] for a uniform 
surface temperature with the magnetic field normal to the gravity 
vector. As expected, the present experimental results appear not to 
be well correlated with Lyc. The numerical results for B = 0.45 and 
1.5 T also do not coincide in a single curve. However, we can roughly 
compare the difference between the parallel and the normal magnetic 
fields. The effect of the magnetic field parallel to the gravity vector 
is less than that of the field perpendicular to it, but it is not negligi
ble. 

In Fig. 4, both experimental and numerical plots of Nu*/Nuo have 
a tendency to approach some asymptotic values for high Hartmann 
numbers. This is because the natural convection is nearly frozen and 
heat conduction becomes dominant with application of the strong 
magnetic field. 

Numerical Analysis 
Governing Equations. The physical situation is illustrated in 

Fig. 5. At X = XE is a free surface. The configuration analyzed is 
similar to the experimental apparatus except that the geometry is 
two-dimensional and the height X\ is about one-half of its experi
mental counterpart. The location of X\ was found to have a small 
effect on the heat transfer at the heated wall; thus the height was 
decreased to reduce the number of mesh points. The flow away from 
the heated wall may actually be three-dimensional. However, a 
three-dimensional numerical treatment would require large computer 
storage and long computation times. So, we used the two-dimensional 
model. 

The following assumptions are made in the analysis: 
1 Physical properties are constant except for the density in the 

buoyancy term. 
2 The fluid is Newtonian. 
3 Compressibility effects and viscous dissipation are neglected. 
4 The flow is laminar and two-dimensional. 
5 The induced electric current does not distort appreciably the 

applied magnetic field. 
6 The only nonzero component of the magnetic field is parallel 

to the gravitational field. 
Then, the governing equations are: 

I.Oi 
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\ tf\ 3*Nf % • • 
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\ — Nu/Nu0 = 1-0.137 Ly 
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Fig. 4 Plots of Nuc/Nu0 against Lyc for various magnetic field strength. The 
dotted-dashed line indicates the analytical results by Sparrow, et al. [1] for 
the magnetic field normal to the gravity vector. 
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Fig. 5 Physical situation of numerical analysis 
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T a b l e 1 P r e l i m i n a r y c a l c u l a t i o n s for d e t e r m i n a t i o n of the m e s h size 

xL 
21 
41 
61 
81 

161 

YL 

26 
51 
76 

101 
201 

Xi 

6 
11 
16 
21 
41 

x2 

16 
31 
46 
61 

121 

Nuc 

4.05 
6.01 
7.25 
7.27 
7.42* 

B = 0 T 
Time (s) 

7 
151 
580 

3150 
3600 

Nuc 

2.14 
2.70 
3.13 

B = 1.5T 
Time (s) 

8 
540 

1100 

Core (kw) 

32 
57 
73 
88 

169 

* not yet converged 

continuity equation 

du/dx + du/dy = 0 (1) 

momentum equations 

udu/dx + udu/dy = - 1 / p dp/dx + i>V2u + g$(T - T„) (2) 

udv/dx + udu/dy = - 1 / p op/dy + vV2v - oBtfvlp (3) 

energy equation 

udT/dx + udT/dy = «V 2 T (4) 

The momentum equations (2) and (3) are differentiated with re
spect to y and x respectively, and subtracted to eliminate the pressure 
terms. The equations are nondimensionalized. The stream function 
<l> and the vorticity f are introduced. 

U=d<l>/bY,V 

V20 
/ d2 J ) 2 

VdX2 + dY2 

- d ^ / d X 

) * = - f 

(5) 

(6) 

Then, the vorticity and the energy equations become 

t /df /dX + Vdf/dY = V2f - Gr*d0/dY - Ha2dV/dX (7) 

Pr([ /d9/dX + VdO/dY) = V20 (8) 

Boundary Conditions. Uniform heat flux is supplied to the 
mercury from a part of the vertical wall (Xi < X < X 2 at Y = 0). The 
opposite vertical wall and the bottom wall are assumed isothermal. 
In the experiment, a finite heat transfer rate exists on the free surface, 
but here two limiting conditions are examined. One assumes an infi
nite heat transfer coefficient, i.e., an isothermal surface. The other 
assumes zero heat transfer, i.e., an adiabatic surface. Typical nu
merical results on temperature distributions are shown in Fig. 2. The 
condition on the free surface influences considerably the flow and 
temperature distributions in the core region of the mercury. However, 
the distributions close to the heating surface change only slightly and 
the heat transfer coefficient of the heating surface is little influenced. 
Thus, the isothermal condition was employed because the calculations 
converge much faster. 

The boundary conditions are as follows: 

8 = 0 for X = 0, XE and Y = YE \ 

c W d Y = 0 for Y = 0 a n d 0 < X < X i , X 2 < X < XE\ 

dfl/dY = - l for Y = 0 a n d X i < X < X 2 ' 

U = V = 0 for X = 0, and Y = 0, YE 

U= dV/dX = 0 forX = X E 

0 = 0 for X = 0, XE and Y = 0, YE 

d 0 / d X = d<l>/dY= 0 for X = 0 and Y = 0, YE 

d</>/dY = d 2 0 /dX 2 = f = 0 for X = XE 

(9) 

(10) 

(ID 

Numerical Procedure. The set of equations (5-8) was solved by 
a finite difference method. The desire to use small mesh intervals for 
higher accuracy had to be compromised by limitations imposed by 
the available computing equipment (FACOM 230-75). Calculations 
were made to determine the optimum mesh size. The results are 

T a b l e 2 T h e e f f ec t of the d i f f erenc ing s c h e m a on the 
N u s s e l t n u m b e r 

<7o 
(W/cm2) 

5 X 10~5 

5 X 10~2 

Gr* 

1.48 X 104 

1.48 X 107 

Central 

0.856 
diverge 

Nuc 

Mixed 

0.845 
2.45 

Upwind 

0.848 
2.35 

B = 0T, with 61 X 76 mesh 

shown in Table 1. The Nusselt number increased with the number 
of mesh points, but not beyond 61 X 76. So, the 61 X 76 mesh was used 
in most of the calculations. 

Upwind difference approximations were used in the spacial de
rivatives of the convective terms. The upwind difference approxi
mation may lead to significant truncation errors. The most serious 
error is a false diffusion, which augments the effect of viscosity [11]. 
When the Grashof number becomes large, however, the upwind dif
ference is required to obtain a stable solution. 

Some calculations were made with central differences to examine 
the convergence of the solutions. These calculations converged for 
low Grashof numbers up to Gr* = 1.5 X 104. In this case, hUmBX is 
about equal to unity. The calculations did not converge for larger 
Grashof numbers, for which /xt/max » 1. The results with the central 
and the upwind differences are compared in Table 2. Both results 
agree well. 

The convective term in the energy equation (8) is multiplied by the 
Prandtl number, Pr ~ 0.02 for mercury. A Prandtl number less than 
unity brings about an effect equivalent to a reduction of the velocities. 
Thus, the central-difference form of the energy equation is expected 
to converge for higher Grashof numbers than the vorticity equation. 
Calculations were made with the central-difference form for the en
ergy equation and with the upwind-difference form for the vorticity 
equation. These converged for Grashof numbers up to Gr* = 1.5 X 
107. The differencing scheme appears to have only a slight effect on 
the Nusselt number. 

For the high Grashof numbers of practical interest, t /m a x exceeds 
103. So, to obtain a stable solution with central differences, more than 
103 mesh points are required in one direction. This is far beyond the 
capacity of available computers. Upwind differences were therefore 
used for the convective terms. 

The calculations were made in the following order: 
1 The energy equation was solved by SOR. 
2 The vorticity equation was solved by block SOR. 
3 The stream function was obtained by SOR. 
4 New wall vorticities were computed from the stream function 

as [12, 13] 

k 
Hi, <£;,3 

(12) 
2(AY) 2 

5 Velocities were calculated from the stream function. 
6 If the solutions had not converged, return was made to 1. 
The solution was assumed to have converged when the following 

criteria were satisfied simultaneously for the mth iteration. 

Y.\t 
'j 

•«srM 
• < 1 x 10-6 

1 j 
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£ I *&-*&-'I 

T.Ki 

< 1 x io-B 

ej- = max | 10" 

Numerical Results 
Velocity distributions with and without the magnetic field are 

shown in Fig. 6. In the absence of the magnetic field, a circulating flow 
is formed in the container and the velocity V is of the same order of 
U as seen in Fig. 6. With the application of the magnetic field, the 
velocity V directly interacts with it and is strongly suppressed. The 
effect is transmitted to U through the change of the pressure gradient 
and the mass continuity. Hence, U is also decreased noticeably and 
a broad stagnation region is formed in the core of the container. 

The profile and the magnitude of V may change with the aspect 
ratio and the condition on the upper surface; a free surface or a solid 
one. Thus, further studies are needed on these points. 

The numerical results for the temperature distributions coincide 
well with those of the experiments in the absence of the magnetic field 

xlO 

<lo = TOVJ/cm" 

Gr* a 2 x 1010 

X = 1.5 

COLD 
WALL-

B0(T) 

0.0 
0 .06 
0.1 1 

Fig. 6(a) Taken at X = 1.5 

FREE SURFACE 

(lo * 7 0 W/cm2 

G r * s 2 x l 0 ' ° 

Y » 1.0 

HEATED WALL 
0.5<x<1.5 

- • -
—-

Bo<T) 

0.0 

0.06 

0.1 1 

4 x 1 0 4 

Fig. 6(6) Taken at Y ~ 1.0 

(see Fig. 2). When the magnetic field is applied, both results agree only 
in the vicinity of the wall and the numerical results show higher values 
away from the wall. At the field strength of 1.5 T, numerical results 
give higher temperatures than those of the experiments in the whole 
region. 

When the magnetic field is strong, the core region becomes broadly 
stagnated. The velocity U near the heated wall was suppressed so 
much that the convective heat transfer rate was decreased. Then, the 
conducted heat occupies an increasing portion of the total heat flow. 
Thus, a three-dimensional effect may be inevitable. This is one of the 
causes of the large difference between numerical and experimental 
results in the presence of the strong magnetic field. 

The values of Nu* obtained numerically are plotted against Grc in 
Fig. 7. The numerical results for Hac = 0 agree well with the experi
mental ones, but those for the high Hartmann number are much lower 
than those by experiment. One of the causes may be that the mesh 
interval is not sufficiently small near the heating surface. However, 
further reduction of the mesh interval requires impractical computing 
time. So, what is known as "zooming" was tried. In this scheme, cal
culations are first made with the 61 X 76 mesh, and then the meshes 
are further divided into two or three meshes. The values at the new 
mesh points are given by interpolation, and calculations are continued. 
Repetitions are made only for the several meshes near the boundaries 
to save computation time, because velocities in the core region are so 
small that they have little effect on the heat transfer coefficient. 
However, the temperature is solved for over the whole region, because 
it is high even in the core region especially for high Hartmann num
bers. The Nusselt numbers obtained by the zooming method are 
shown in Fig. 7 by the dashed line. The improvement is noticeable. 

Typical velocity distributions near the heating wall are shown in 
Fig. 8. The solid line is the result with the 61 X 76 mesh. The velocity 
U is a maximum at the mesh point adjacent to the heated wall. This 
is not a desirable effect in the calculation of the velocity profile. And, 
as the mesh interval is reduced by the zooming, y m a x does not fall on 
the mesh point adjacent to the wall but on the second mesh point. The 
peak velocity also beocmes larger. These effects lead to an increase 
of the convective heat transfer near the surface. Thus, the Nusselt 
number increases, so it is closer to the experimental one as shown in 
Fig. 7. 

When the Grashof number is low and the Hartmann number is 
high, the velocity is small and ymflx is very close to the wall. A quite 
small mesh interval is required near the wall. Further reduction of 
the mesh interval consumes too much computing time even with the 
zooming. So, the calculations were made for the limiting case when 
^max coincides with the wall; that is, slip is allowed on the walls. The 
resulting Nusselt numbers are shown by the dotted line in Fig. 7. They 
are, of course, generally large compared with the experimental ones 
because of the overestimate of the convective effect near the wall. As 
the Grashof number decreases, however, the results with slip become 
a better approximation. 

CM 
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Exper. 

0 

O 

4 0 0 

• = =r=; 
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Fig. 6 Calculated velocity distribution, l/and Vfor B = 0.0,0.06,0.11 Twith Fig. 7. Comparison of experimental and numerical results on Nu"c for Hac 
the surface heat flux of 70 W/cm2. = 0.0 and 400. 
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Fig. 8 Calculated velocity distributions near the heated wall with various 
mesh size. 

Conclusions 
1 The effect of a magnetic field parallel to the gravity vector is 

less than that for a field normal to the gravity vector, but it is still not 
negligible. 

2 The experimental results show that the decrease of the Nusselt 
number is the greatest in the low region of Grashof number. 

3 The velocity distribution is influenced noticeably by the ap
plication of the parallel magnetic field and a broad stagnant region 
is formed in the core of the container. 

4 The results of numerical calculations with the 61 X 76 mesh 
coincide well with the experimental ones for zero magnetic field. 

5 The numerical values of the heat transfer coefficient are much 
smaller than the experimental ones for a strong magnetic field, but 
with the zooming method of computation, they become closer to the 
experimental ones. 

6 The heat transfer rates with the assumption of slip flow are 
larger than the experimental ones, but they are good approximations 
for low Grashof and high Hartmann numbers. 
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A Numerical Study of Three-
Dimensional Roll Cells within Rigid 
Boundaries 
Three-dimensional natural convection, roll cells within rigid enclosures have been studied 
with a previously developed numerical technique based on the marker and cell method. 
Given identical initial conditions, the velocity and temperatures fields are found to be 
sensitive to the thermal boundary conditions on the side walls and the aspect ratio of the 
enclosure. Two-dimensional results are also obtained and compared with the correspond
ing three-dimensional results. The two-dimensional calculations do not agree well with 
the three dimensional ones, especially for enclosures having aspect ratios less than unity. 
This indicates that care must be taken in analyzing natural convection problems of this 
type with two-dimensional methods.^ 

Introduction 
The motivation for our work arose out of a study of natural con

vection cooling of irradiated nuclear fuel in shipping flasks and storage 
bays. However, the study of Bernard type cells has been a subject of 
considerable previous experimental and numerical work. In general, 
the detailed temperature and velocity profiles are difficult to measure 
and Nusselt numbers have been used in comparisons between ex
perimental and numerical results. 

Because the three dimensional calculations require large computing 
times, the main numerical investigations have been for two-dimen
sional flows [1, 2]. The early three-dimensional numerical calculations 
were by Aziz and Heliums [3] and more recently by Ozoe, et al. [4]. In 
both cases, the calculations were done for relatively low Rayleigh 
numbers and used the vorticity-stream function approach. 

In the present paper, we present solutions at higher Rayleigh 
numbers (up to 105). The method used is based on the primitive 
variables and has been described in detail in a previous paper [5]. By 
this method, we obtain the velocity and temperature fields during the 
transient from the initial conditions, as well as the steady-state so
lutions. 

The geometry of the system considered is shown in Fig. 1. The effect 
of adiabatic and isothermal vertical side walls have been studied. 
Comparisons have also been made between two and three-dimensional 
calculations. 

Conservation Equations, Boundary Conditions and 
Numerical Technique 

The governing equations are the conservation equations for laminar, 
natural convection flows based on the Boussinesq approximations 
[6]. The equations shown are for gravitational forces in the y-direc-
tion. 

Contributed by the Heat Transfer Division for publication in the JOURNAL 
OP HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
September 15,1978. 

du dv dw 
— + — + — •• 
dx dy dz 
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dt dx dy dz 

dv dt' dv dv 
hu \- v 1- w — 

dt dx dy dz 

1 dP' 
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1 dP' 
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d2u d2u d2u 

~d?- dy2 dz2 
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dw dw dw dw 
h u h v 1- w 
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1 dP' 
+ /' 

p dz 

dT k 

d 2w d 2w d 2w 

dx2 dy2 dz2, 

d2T d 2 T d27l 

dy2 dz2 dy dz pCp [dx2 

The initial and boundary conditions are described below: 

(1) Initial Conditions: 

at t = 0, 0 «: x «= L, 0 < y < H, 0 «S z < D 

T = T0, u = v = w = 0. 

(2) Boundary Conditions: no slip, rigid walls 

att > 0, x = 0, L or y = 0, H or x = 0, D 

U = V = W =5. 0 . 

(3) Thermal Boundary Conditions: 
(a) Isothermal Walls 

(1) 

(2a) 

(26) 

(2c) 

(3) 

T\x=o,L - Tw; T, y=0,H • Tw; T\, 
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Fig. 1 Diagram of computational geometry 

(b) Adiabatic Wall 

dT 

dx 

dT 
= 0; — 

x=o,L dy 

dT 
0; — 

dz 

0. 

Convective motion is initiated by imposing a constant temperature 
gradient across the fluid layer with 

T\ ,= T, and T\ Tc 

at £ 2* 0. 
The conservation equations, (1, 2) and (3) are solved by the finite 

difference method described in detail in our previous paper [5]. The 
technique uses the primitive form of the conservation equations, using 
pressure and velocity as dependent variables rather than vorticity and 
stream function. This results in a simple formulation for the boundary 
conditions for the three-dimensional problem. 

A detailed discussion of the applicability of the technique to two 
and three-dimensional, laminar, natural convection flows has been 
presented [5]. 

The finite difference mesh used for the numerical solution of the 
conservation equations consisted of cubical computational cells. The 
velocity components are defined at the cell edges whereas temperature 
and pressure are defined at the cell centers. We used the fully "donor 
cell" form in finite differencing the advective terms to retain the 
"transportive property." However, forms with a certain amount of 
centered differencing have also been incorporated in the general 
program. First-order differences are used for the time derivative. A 
single layer of fictitious cells surrounding the fluid are used to impose 
the necessary boundary conditions. The finite difference scheme is 
explicit. The velocity field is computed from the momentum equations 
using the previous time step values. The new velocity field is then 
adjusted iteratively to satisfy the mass conservation equation by 
adjusting the computational cell pressures. When the new adjusted 
velocity field has been calculated, it is used to compute the new 
temperature field using the energy equation. The new velocity, 
pressure and temperature fields are'then used as the starting values 
for the next time step cycle. The temperature gradients at isothermal, 
constant temperature walls are calculated using second-order dif

ferences and the boundary cell temperatures are obtained by qua
dratic extrapolation. The average Nusselt number is calculated at the 
heated lower boundary using the computed temperature gradient at 
y = 0. For example, 

_ hL 
Nu = — = 

k D(Th SS 
dT 

dyh=o 
dxdz. (4) 

Two geometries have been investigated: a cubical enclosure and 
a rectangular enclosure with a square base. The aspect ratio of the 
latter is 5/11. For computation purposes, the cubical and rectangular 
enclosures are divided into 9 X 9 X 9 = 729 (i.e., II = JJ = KK = 9) 
and 11 X 5 X 11 = 605 (i.e., II = KK= 11, JJ = 5) computational cells, 
respectively. The working fluid assumed has Pr = 0.72. Both iso
thermal and adiabatic vertical side walls are used for the cubical en
closure. Only isothermal vertical side walls boundary conditions have 
been investigated for the rectangular enclosure. The corresponding 
two-dimensional solutions have also been obtained for comparison. 

The effect of nodalization on the convergence of the solutions was 
studied. The mesh size near the heated lower boundary was reduced 
in steps, from H/7 to H/35. The Nusselt number increases slowly 
toward its asymptotic value. At H/35 it was within one percent of the 
converged value. The change in Nusselt number between mesh sizes 
H/7 and H/35 was less than 15 percent. 

The overall flow pattern and temperature distribution remained 
the same in all cases. However, the velocities and temperatures in the 
wall region did change, leading to the change in Nusselt numbers. 

Noding resolution studies near the side walls were also performed. 
Results were obtained for the case of Ra = 104 using a cubical enclo
sure and isothermal side wall. Uniform mesh was used. The Nusselt 
number was found to change only slightly, from 8.04 to 8.13 when the 
mesh was changed from 9 X 9 X 9 to 16 X 9 X 9. Therefore, we con
cluded that the Nusselt number was not significantly affected by 
nodalization near the side walls within the range of node sizes stud
ied. 

Numerical stability of the computational scheme has been dis
cussed previously and requires that the Courant number based on the 
fluid velocity be less than unity [5]. The computer time required on 
the McMaster University CDC 6400 computer was found to be about 
0.006 to 0.01 s per computational cell per time step for these calcula
tions. Steady state is found to be attained much faster for cases with 
isothermal vertical side walls than adiabatic walls. For the latter cases, 
steady state is reached for T ~ 0.3. 

Numerical Results 
Case I—Cubical Enclosure with Adiabatic Side Walls. Cal

culations have been made for Rayleigh numbers ranging from 4 X 103 

to 105. Results for Ra = 104 are shown in Fig. 2. It shows the steady-
state velocity and temperature fields for the x-y planes at K = 2, 4, 
6, 8, and 10. Each isotherm shown is ten percent of the overall tem
perature difference between the heated lower boundary and the cooled 
upper wall. The three-dimensional effect can be clearly seen from the 

.Nomenclature« 

A' = dimensionless speed of flow at x-y plane 
= VU2 + V2 

A = maximum dimensionless speed of flow 
at x-y plane 

Cp = specific heat of fluid 
D = width of enclosure 
g - gravitational acceleration 
h = heat transfer coefficient 
H = height of enclosure 
/ , J, K, = computational cell (or plane) in x, 

y, and z directions 
/ / , J J, KK = total number of cells (or planes) 

that the enclosure is divided into for com
putation purpose in x, y, and z directions 

k ~ conductivity of fluid 

L = length of enclosure 
Nu = average Nusselt number 
P' = pressure fluctuation 
Pr = Prandtl number 

Ra = Rayleigh number = 
gH(Th - TC)H* 

t = time 
T = temperature 
To = reference temperature 
u = velocity component in x -direction 
U = dimensionless velocity component in 

x -direction = uti/v 
v = velocity component in y-direction 

V = dimensionless velocity component in 

y-direction = vHh> 
w = velocity component in z -direction 
W = dimensionless velocity component in 

2-direction = wHIv 
fi = volumetric coefficient of expansion of 

fluid 
v = kinematic viscosity of fluid 
p = density of fluid 
T = dimensionless time = tv/H2 

0 = dimensionless temperature = (T —' Tc)-

l(Th - Tc) 

Subscripts 
h = heated surface 
c = cold surface 
w = wall 
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Fig. 2 Three-dimensional steady-state x-y plane solution for a cubical en
closure with adiabatic side walls (Ra = 10", Pr = 0.72). (a) velocity plot, (b) 
isotherms 
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= 104, 
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Two-dimensional steady-state solution with adiabatic side walls (Ra 
Pr = 0.72). (a) velocity plot, (b) isotherms 

figure. Results at the z-y planes for different values of / are identical 
to the x-y plane results at the corresponding values of K; i.e., the re
sults are symmetric. 

At the mid-planes (for / = 6 or K = 6), the effect of the rigid side 
walls is minimum and the results can be compared directly with the 
corresponding two-dimensional calculations (Fig. 3). It can be seen 
that the results agree relatively well. However, the roll cell in the 
three-dimensional case is not as square. Also, in the three-dimensional 

Fig. 4 Vertical velocity profile at mid-height of enclosure with adiabatic side 
walls 

Fig. 5 
walls 

Temperature profile at mid-height of enclosure with adiabatic side 

case, the velocity and fluid temperatures are lower. The same effect 
was reported by Aziz and Heliums [3]. It was hypothesized that the 
addition of rigid side walls reduced the magnitude of the flow. 

To summarize the results, the vertical velocity and temperature 
profile at enclosure mid-height are plotted in Figs. 4 and 5 for several 
x-y planes, i.e., for various values of K. Results for the two-dimen
sional case are also included for comparison. 

The average Nusselt number is computed as a function of Rayleigh 
number. They are shown in Fig. 6 along with results from other in
vestigators. The agreement is generally good. At higher Rayleigh 
numbers they agree well with Jakob's experimental results [7], and 
at lower Rayleigh numbers they are close to Ozoe's calculations [4]. 

Case II—Cubical Enclosure with Isothermal Side Walls. 
Results are shown for Ra = 104. The side walls were kept at a constant 
temperature equal to that of the upper boundary. Because the side 
walls are cooled, the fluid tends to flow downward along them and, 
hence, forms two vertical roll cells at x-y or z-y planes far from the 
walls. Fig. 7 shows the x-y plane results at the mid-plane (for K = 6). 
When compared with the two-dimensional results (Fig. 8), this reveals 
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Fig. 7 Three-dimensional steady-state x-y plane solution for a cubical en
closure with isothermal side walls (Ra = 104, Pr = 0.72). (a) velocity plot, 
(b) isotherms. 

the effect of the third dimension. It increases the upward flow stream 
at the center of the enclosure and decreases the downward flow near 
the side walls. Figs. 9 and 10 plot the vertical velocity and temperature 
profile at the enclosure mid-height for several x-y planes along with 
the two-dimensional solution. It can be seen that the results are 
symmetrical about the mid-plane (K = 6). For the two-dimensional 

A = 33 
1 

V * 

, X 

1 

•> 

-

-

-

-

-

«• 

\ 

V 

* 

1 

f 

t 

/ 

' 

A 

» 

t 

t 

t 
t 
» 

• 

h 

* 

4 

* 

•* 

-

-

* 

•f 

~ 

-

-

• * 

* 

X 

* 

t 

4 

* 

* 

' 

• i 

<t 

* 

H 

\ 

\ 

i 

t 

>-

(a) 

(b) 

Fig, 8 Two-dimensional steady-state solutions with isothermal side walls 
(Ra = 104, Pr = 0.72). (a) velocity plot, (b) isotherms 

Fig. 9 Vertical velocity profile at mid-height of enclosure with isothermal 
side walls 

case, the upward flow velocity is lower and the fluid temperature is 
higher than the three-dimensional case at the mid-plane (K = 6). This 
difference from the "adiabatic side walls" case is not unexpected. The 
additional rigid walls in the third dimension reduce the magnitude 
of the motion; however, the additional cold surfaces also enhance fluid 
circulation. The latter effect appears to dominate and hence results 
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Fig. 10 Temperature profile at mid-height of enclosure with isothermal side 
walls 
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Fig. 11 Transient average Nusselt number and average fluid temperature 

in a higher flow velocity at the center. 
The transient behaviour of Cases I and II are compared in terms 

of the average Nusselt number and the average fluid temperature in 
Fig. 11. For isothermal side walls, the transient is over for T less than 
0.08, whereas for the enclosures with adiabatic side walls, T greater 
than 0.25 is required for steady state. Steady-state average Nusselt 
numbers in the latter situation (Case II) are much higher and show 
large differences between two- and three-dimensional calculations. 
For Case I, the steady-state average fluid temperature approaches 
0.5 as expected for both two and three-dimensional cases. It should 
be noted that while the average Nusselt number difference between 
two-dimensional and three-dimensional calculations is small for Case 
I, (adiabatic side walls) it is large for Case II (isothermal side wall). 
We feel that the large variation for the latter situation is more than 
possible inaccuracies due to nodalization. 

Case III—Rectangular Enclosure with Isothermal Side Walls. 
In order to study the flow patterns for aspect ratios other than unity, 
a rectangular enclosure with a square base and an aspect ratio of 5/11 
was investigated. Isothermal side walls were chosen because steady 
state could be achieved much faster. Results are shown for Ra = 105. 
The velocity field is shown in Fig. 12 for x-y planes with K = 3, 5, 7, 
9 and 11. K = 7 is the mid-plane in the z-direction. The results are 
almost perfectly symmetric about the center of the enclosure. 

Fig. 13 shows the corresponding two-dimensional solutions. The 
mode of circulation is entirely different. The effect of the three-
dimensional calculation is particularly pronounced in this case. 

Conclusion 
A numerical study on three-dimensional Bernard cells has been 

made. Given identical initial conditions, the mode of circulation is 
found to be dependent on the thermal boundary conditions of the side 
walls and the aspect ratio of the enclosure. 
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Fig. 12 Three-dimensional steady-state x-y plane solution for a rectangular 
enclosure with aspect ratio, 5/11 and isothermal side walls (Ra = 105, Pr = 
0.72) 
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Fig. 13 Two-dimensional steady-state solution for a rectangular enclosure 
with isothermal side walls (Ra = 105, Pr = 0.72) 

When the three-dimensional results are compared with the corre
sponding two-dimensional results, it is evident that the calculations 
do not agree very well in general. This is especially true for enclosures 
having an aspect ratio less than unity when different flow patterns 
are obtained. Therefore, care must be taken when two-dimensional 
calculations are used to approximate the three-dimensional situa
tion. 
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Effect of Stabilizing Thermal 
Gradients on Natural Convection 
in Rectangular Enclosures1 

(j^re experimental investigation is described of the effect of stabilizing thermal gradients 
on natural convection in silicone oils in rectangular enclosures with different aspect ra
tios. The Prandtl numbers are of the order of 10s, Grashof numbers range up to 20, and 
the aspect ratios are 1 and 3. The thermal boundary conditions are established by impos
ing different temperatures on opposite walls of the enclosure so that there is simultaneous 
horizontal and vertical heat flow. The effect of stabilizing temperature gradients on flow 
established by horizontal gradients and the effect of horizontal temperature gradients 
on a stably stratified fluid are studied for ranges of the parameters. Streamline patterns 
are observed at steady-state and velocity profiles are calculated from streamline data and 
extrapolated with approximate theoretical calculationsjlt is found that, the flow generat
ed by a horizontal gradient is retarded by a stabilizing thermal gradient. The reduction 
is shown as a function of the relevent parameters. For the range of variables investigated 
complete stabilization of thS fluid driven by a horizontal gradient does not seem possible 
by means of a vertical gradient. The steady state flow patterns obtained do not depend 
on the manner in which the flow is started, i.e., on the order in which the temperature dif
ferences are imposed. 

Introduction 

The effect of thermal boundary conditions and configuration ge
ometry on the natural convection of confined fluids is of considerable 
interest in many engineering applications such as crystal growth, 
solidification of castings, and the circulation of liquids in tanks. Most 
of the existing work on natural convection in enclosures deals with 
situations wherein the heat flow is unidirectional, viz., either heating 
from the side (conventional convection) or heating from below 
(thermal instability). A summary of research on convectional con
vection is given in [1] and for a rectangular enclosure which is of pri
mary interest herein, it is indicated therein that the work of Elder [2] 
is the most comprehensive. 

In many practical applications, however, the heat flow can be 
multidirectional. The earliest work that treats natural convection with 
simultaneous vertical and horizontal temperature gradients seems 
to be that of Ostrach [3, 4]. Consideration was given therein to the 
fully-developed flow in vertical channels whose wall temperatures 
varied linearly with the axial coordinate. Thus, both a horizontal and 
a vertical temperature gradient are imposed on the fluid. The presence 
of the axial temperature gradient has a marked effect on the structure 
of the natural convection. Furthermore, the nature of this effect differs 

1 This research was supported by the U. S. Air Force Office of Scientific 
Research under grant No. AFOSR 72-2342D 

Contributed by the Heat Transfer Division for publication in the JOURNAL 
OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
January 20,1978. 

depending on whether the heat flow is upward (negative gradient) or 
downward. Since the former case led to unusual features similar to 
those encountered due to thermal instability in horizontal fluid layers, 
greater emphasis was given to it. For the latter case of a stabilizing 
(positive) vertical temperature gradient it was shown that the con
ventional natural convection is retarded but the importance of this 
result was not fully appreciated. However, the imposition of a stabi
lizing gradient seems to offer a valuable design option for minimizing 
natural convection in applications where it is undesirable. For that 
purpose it is necessary to have more detailed information on retar
dation effects for stabilizing temperature gradients of different 
magnitudes under various conditions, e.g., for different horizontal 
temperature gradients, aspect ratios, etc. Unfortunately, relatively 
little work has been done on problems of this type. Birikh, et al. [5] 
investigated both the hydrodynamic and thermal instability of the 
problem treated in [3, 4] and Unny and Niessen [6] numerically in
vestigated the effect of a horizontal temperature gradient on the 
thermal instability in a low aspect ratio rectangular cavity. 

Somewhat similar work has been done in relation to oceanographic 
phenomena. Investigations were made to find the effects of a hori
zontal temperature gradient on a fluid that is stably stratified due to 
a salinity gradient [7,8]. This work attempts to define the mechanism 
that generates the observed motions. 

Since the existing work emphasizes the stability aspects, the type 
of data needed to determine the suitability of using stabilizing gra
dients as a design option is not available. The present work represents 
the first phase of a research program to provide such information and, 
as such, is intended to give an overall view of the flow fields. Results 
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from an experimental study of two-dimensional natural convection 
in rectangular enclosures are presented herein. The effect of imposing 
stabilizing vertical temperature gradients on flows established by 
horizontal gradients is considered for a range of Grashof numbers and 
two aspect ratios. Also, similar to the work of [7] and [8] the convection 
induced by a small horizontal temperature gradient in a stably 
(temperature) stratified fluid is investigated. 

E x p e r i m e n t a l E q u i p m e n t and P r o c e d u r e 
The test enclosure consists of four copper plates machined from 

0.95 cm stock to form the four conducting walls. The lateral width is 
15.24 cm and was chosen so that end effects are negligible in the test 
section and so that photographic equipment used in the tracking 
process could focus accurately on the test section. Six such conducting 
plates were made, four of width 10.16 cm and two of width 3.38 cm. 
With these, two configurations are investigated. 

1 Apparatus I: H = L = 10.16 cms; W = 15.24 cms; Aspect ratio 
= 1 

2 Apparatus II: H = 10.16 cms; L = 3.38; W = 15.24 cms; Aspect 
ratio = 3 

The ends of the enclosure are sealed off with clear plexiglas windows 
and cork-neoprene gaskets. Between the conducting plates and run
ning along the width of the enclosure are four rubber blocks 0.64 cm 
square and 15.24 cm long to provide insulation and prevent leakage. 
The components are all maintained in position by two steel inverted 
U frames, to which levelling screws are attached, as shown in Fig. 
1. 

The thermal boundary conditions are established by heating, 
cooling, or insulating the conducting walls from outside. Some of the 
plates are provided with strips of heating elements and maintained 
at a uniform temperature by adjusting the electrical input to the 
heaters. The cold plates have heat exchanger fluid flow passages 
milled in them. Distilled water is circulated through them to an ac
curacy of ±0.006° C by constant temperature circulators. The entire 
experiment is carried out in a temperature controlled room at a con
stant temperature of 22.22°C. 

The temperature distribution on the walls is measured by 28 B & 
S gage copper-constantan thermocouples, seven on each plate. Four 
are fixed near the four corners and three along the center plane. The 
emf's are measured using a Leeds and Northrup 8686 mV potenti
ometer, accurate to 5 /xV or ±0.11°C in the operating range. 
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The working fluids are silicone oils known commercially as Viscasil 
10,000 and SF-96 (2000) [9]. They have a kinematic viscosity of 10,000 
and 2000 centistokes, respectively, at 25°C. They are transparent and 
an optical scheme for tracking the streamlines [10] can be employed. 
To this end, Pliolite plastic particles [11] from 177 to 205 /n are mixed 
into the fluid. The particles are tracked by focusing a camera with a 
135 mm lens axially through one end of the enclosure to the midplane. 
The camera film pack is replaced by a ground-glass viewer. Clear 
plastic inserts are placed in the viewer and the position of the particles 
in the fluid are marked on the plastic at regular time intervals. At 
steady state, this gives the streamline patterns of the flow. 

More details on the test procedure, optical system alignment and 
calibration, and experimental error analysis are given in [12], which 
is a more readily available version of the M.S. degree thesis by the 
second author. As pointed out therein, due to the high refractive index 
of the oil the actual section on which the camera focused was 3.05 cm 
behind the midplane. An axial variation of velocities of about seven 
percent was found over a region ±1.78 cm from the focus plane. This 
variation is not due entirely to end effects but also includes experi
mental errors and, thus, should not affect the overall trends indicated 
herein. Furthermore, all data presented were obtained in the same 
plane which would not be possible if significant axial flows were 
present. 

After assembling the apparatus, it is filled with the test fluid and 
air bubbles are allowed to escape through the air vent. The constant 
temperature circulators are then switched on and the voltages to the 
heaters adjusted by trial and error to obtain the desired boundary 
conditions. The maximum temperature variation on the walls with 
heaters was 0.22°C and on those with heat exchangers it was less than 
0.11°C. 

The streamline tracks, in addition to giving the trajectory of a 
particle in the fluid, also give an approximate value for its velocity. 
This has been measured for each streamline in a section adjacent to 
the center of the hot vertical plate. Velocity profiles based on the 
equation derived in Elder [2] have been fitted to this data. For the test 
section shown in Fig. 2 we have 

V2 = C[e-m*>L Sin (mx/L) - e-m(i-*/L) S i n m ( 1 _ X/L)] 

where C and m are curve fitting constants. 

R e s u l t s and Conc lus ions 
Steady-state results are obtained for the natural convection flow 

of a fluid in a rectangular enclosure subjected to the boundary con
ditions as tabulated in Table 1. In all cases, the time elapsed for the 
flow to become fully established and reach steady state exceeded 24 
hr. The main similarity parameter in the experiments are the Grashof 
numbers (gfSATL3/i/2) since we have chosen to deal mainly with ve
locities and an important quantity is the ratio of the vertical stabilizing 

Fig. 1 The test enclosure 
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Table 1 Experimental parameters 

Expt. 
No. 

TL 
°C 

TT 
°C 

TB 

°C °C 
AT„ 
°C Grfl Gr„ Pr 

Gr„/ 
Gr„ 

Set I 
Viscasil 10,000 
Aspect Ratio 1 
Set II 
Viscasil 10,000 
Aspect Ratio 3 

Set III 
SF-96 (2000) 
Aspect Ratio 3 

Expt. No. 1 

V i s c a s i l 10000 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 

33.3 
33.3 
33.3 
33.3 
33.1 
29.8 
30.6 
30.6 
31.8 
29.8 

28.0 
28.0 
28.0 
28.0 
33.1 
28.3 
28.0 
28.0 
31.8 
28.3 

" H • 5 - 3 

ST - 0 

30.7 
38.1 
30.7 
37.8 
37.8 
37.8 
29.3 
36.1 
35.7 
35.7 

C 

30.7 
28 
30.7 
28.0 
28.3 
28.3 
29.3 
28.0 
28.0" 
28.0 

5.3 
5.3 
5.3 
5.3 
0.0 
1.4 
2.6 
2.6 
0.0 
1.4 

0.0 
10.1 
0.0 
9.8 
9.4 
9.4 
0.0 
8.1 
7.7 
7.7 

Expt. No. 2 

V i s c a s i l 10000 

.558 

.584 

.021 

.02 
0.0 

.005 

.246 

.25 
0.0 

.14 

0.0 
1.102 
0.0 
1.071 
1.069 
1.018 
0.0 

21.049 
20.98 
20.49 

" i 

"T„ 

88,000 
87,000 
88,000 
87,000 
86,000 
88,000 
18,000 
18,000 
17,000 
18,000 

• 5.3'c 

• 10.1°c' 

0.0 
1.89 
0.0 

49.58 
— 

176.7 
0.0 

. 83.23 
— 

140.3 

Streamline In te rva l Total t in 
(Bin.) (mins.) 

95 

114 

(cm/min.) 

0.498 

0.389 

0.224 

0.208 

Fig. 3 Streamline pattern, GrH - 0.558, Gr„ 

(cm) 

0.917 

1.570 

2.055 

2.647 

= 0, H/L = 1 

Grashof number to the horizontal destabilizing Grashof number 
(Gr„/Gr_ff). The vertical temperature gradients are all imposed by 
heating the upper surface and cooling the lower surface and have a 
stabilizing effect on the flow. The streamline patterns and velocity 
profiles are found for two different geometries with aspect ratio 1 and 
3 for a range of horizontal and vertical Grashof numbers from 0 to 
21. 

Figs. 3 and 4 are the streamline patterns obtained for aspect ratio 
1 and unit order Grashof numbers. The fluid is Viscasil 10,000. In Fig. 
3 the fluid is heated on one side and cooled on the other. The top and 
bottom surfaces are kept insulated from the outside, i.e., no stabilizing 
gradient is imposed. 

As expected, the flow is a clockwise rotation being upward near the 
hot wall and downward near the cold wall. The streamlines are ap
proximately symmetric about the horizontal axis and follow the ge
ometry of the apparatus close to the boundary, but near the center 
the shape is more or less elliptic with the major axis horizontal. The 
velocity is maximum at a small distance from the wall and is very slow 
in the interior. 

Fig. 4 shows a vertical gradient imposed on the fluid. The vertical 
to horizontal Grashof number ratio is 1.89. There is a pronounced 
elongation of the streamlines towards the upper right corner across 
which there is a large temperature change. In this investigation the 
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Fig. 4 Streamline pattern, GrH = 0.584, Gr„ = 1.102, H/L = 1 

complexities introduced by large temperature changes at corners have 
not been eliminated. Comparing the velocities with the previous case, 
we notice that the flow has been retarded. Along a streamline (No. 1 
on Fig. 4, for example) there is a marked reduction in velocity from 
0.302 cm/min at the horizontal centerline near the hot plate to 0.05 
cm/min at the lower right corner, and the time interval between 
successive markings has been doubled. The flow in the interior has 
a maximum velocity on the innermost streamline of 0.216 cm/min. 

Fig. 5 shows the velocity profiles at the center line plotted out for 
these two experiments. We see that a stabilizing gradient with a 
Grashof number ratio of 1.89 has reduced the maximum velocities by 
26.4 percent. For large temperature gradients, there is a large vis
cosity-temperature change. In experiment 2, Fig. 4, there is a ten 
percent decrease in viscosity from the lower to the upper plate and 
this causes an increase in flow velocities. 

The next set of experiments, 3 to 6, are conducted in an enclosure 
with an aspect ratio of 3 and the Grashof numbers range from 0 to 1.1 
and the Grashof number ratio from 0 to 176.7. The reference pattern 
is Fig. 6 in which a horizontal gradient alone is imposed on the fluid 
with the upper and lower plates insulated. Due to the enclosure ge
ometry, the streamlines are all elliptic with the major axis along the 
vertical centerline. They are straight in the vertical portion along the 
side walls but curved in the upper and lower regions while taking the 
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180 deg turns. The horizontal Grashof number is 0.021 as compared 
to 0.558 for experiment 1 and the flow velocities are, therefore, 
lower. 

When a stabilizing gradient with a Grashof number ratio of 49.0 
is imposed, the temperature differences have increased and the corner 
effect is more pronounced as in Fig. 7. There is a slowing down of the 
flow due to the vertical stabilization. Comparing streamlines 2 in Figs. 
6 and 7 where they are positioned in approximately the same location, 
we notice a change in loop velocities from 0.2 cm/min. to 0.163 cm/ 
min., a decrease of 18 percent. 

Fig. 8 shows the pattern obtained for a different approach to the 
problem. In experiment No. 6, a vertical gradient alone is imposed on 
the fluid which is then allowed to become stably stratified. When no 
motion is observed, a small horizontal gradient [Or// = 0.0058) is then 
imposed. Fig. 8 shows the resulting steady-state flow pattern. The 
Grashof number ratio is 176.7. The corner effects are very pronounced, 
and there are two cells in the pattern. 

The velocity profiles for this set of data are plotted in Fig. 9. In 
increasing the Grashof number ratio from 0 to 49.6, there is a 13.3 
percent decrease in maximum flow velocities and in increasing the 
ratio from 49.6 to 176.7, there is a 41.6 percent decrease. The total 
decrease from 0 to 176.7 is 49.4 percent. Compared to the stabilization 
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obtained in the aspect ratio 1 configuration, the stabilizing vertical 
gradients are not as effective for the higher aspect ratio. 

In order to study the stabilizing effect at a higher Grashof number 
range for the same configuration without drastically increasing ex
perimental run times, a fluid SF-96 (2000) with one-fifth the viscosity 
of Viscasil 10,000 was chosen. With this, the Grashof numbers have 
been increased by an order of magnitude. In the reference pattern, 
Fig. 10, the horizontal Grashof number is 0.25 as compared to 0.02 in 
experiment 3, Fig. 6, for Viscasil 10,000 and the flow velocities are 
nearly doubled. The shape of the streamlines in these two patterns 
are quite similar and symmetric about the horizontal and vertical 
center lines. 

In imposing a vertical stabilizing gradient with a Grashof number 
ratio of 83, we observe in Fig. 11, a slowing down of the flow and a 
pronounced elongation towards the upper right corner similar to that 
observed in experiment 4, Fig. 7. 

The last experiment is performed in a way similar to experiment 
6, Fig. 8. The fluid is stably stratified with a vertical gradient and then 
a small horizontal gradient applied. The flow pattern, Fig. 12, has a 
Grashof number ratio of 140.3. The corner effects are very pronounced 
and two cells are seen, a large clockwise rotating cell comprising the 
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Fig. 13 Velocity profiles for experiments 7,8,10 

main flow and a small counterclockwise rotating cell at the upper left 
corner, similar to that obtained for a Grashof number ratio of 176.7 
in Fig. 12 for the same aspect ratio. 

The velocity profiles for this final set are plotted in Fig. 13. The 
three profiles correspond to Grashof number ratios of 0, 83.2, and 
140.3. In increasing the ratio from 0 to 83.2, there is a 34.4 percent 
decrease in maximum velocities and in increasing it from 83.2 to 140.3 
there is a 34.2 percent decrease. The total decrease from 0 to 140.3 is 
56.9 percent. The Grashof numbers are in the range 0 to 21. For the 
same aspect ratio of 3 and Grashof numbers between 0 and 1.1, the 
decrease was 49.4 percent for a Grashoff number ratio of 176.7. Thus 
the stabilizing gradient appears to be more effective at a higher 
Grashof number range. However, for the lower aspect ratio of 1, a 
decrease in velocities of 26.4 percent was obtained by increasing the 
Grashof number ratio from 0 to 1.89. 

Conclusions 
1 A stabilizing vertical gradient imposed on the fluid driven by 

a horizontal gradient in a rectangular enclosure slows down the flow. 
The reduction in flow velocities depends on the aspect ratio, the 
Grashof number range and the ratio of vertical to horizontal Grashof 
numbers. The stabilizing effect of a vertical gradient is greater for 

lower aspect ratios and a higher Grashof number range. 
2 For a given aspect ratio and horizontal Grashof number, an 

increase in the Grashof number ratio leads to retardation of the 
flow. 

3 For the range of variables studied, complete stabilization of the 
fluid driven by a horizontal gradient does not appear possible purely 
by means of a vertical gradient. 
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© 
{The stability of a horizontal porous layer bounded by two impermeable planes is investi
gated. A time dependent periodic temperature profile is imposed on the lower boundary 
while the upper plane is kept at constant temperature. Starting from the preconuective 
temperature distribution, and using the linear stability theory, a criterion for the onset 
of convection is defined as a function of the perturbation wavenumber and of the ampli
tude and frequency of the temperature oscillation. Experimental work with a setup allow
ing both the amplitude and the frequency of the thermal signal to vary is done. Finally, 
the equations are also solved numerically and the results are compared to the previous 
ones. A synthesis of all results is included.) 

1 Introduction 

The stability of a fluid layer with periodic boundary conditions has 
been widely investigated both experimentally and theoretically. We 
refer the reader to S. H. Davis [1] where a complete bibliography is 
given. 

For a porous layer under the same boundary conditions, J. P. Cal
tagirone [2] uses a linear theory and gives the critical Rayleigh number 
as a function of the amplitude and the frequency of the periodic wave. 
The Galerkin method is used but its series expansion is limited to only 
the first term. 

This work compares the results obtained when applying the Floquet 
theory to those given in [2]. An experimental investigation is also 
performed and shows that convective phenomena can develop within 
a period. Finally, a numerical model, with the nonlinear terms ac
counted for, permits us to show the appearance of finite amplitude 
thermoconvectiye cells. 

2 Problem Formulation 
Consider a horizontal porous layer of height H bounded at its upper 

face by a surface at constant temperature T{ and, at the lower surface, 
the temperature varies periodically 

TV = T3 ' + (?Y - T3') sin o>'t' 

u>' = 2 -K f, f is the frequency 
The porous matrix, of permeability K and porosity e, is saturated 

with an intersticial fluid of kinematic viscosity v, heat capacity per 
unit volume (pc)f and coefficient of thermal expansion a. The en
semble formed by the solid substrate and the fluid is treated as a 
unique fictitious fluid of thermal conductivity X* and heat capacity 
per unit volume (pc)* = t(pc)[ + (1 — e) (pc)s. This hypothesis has 
been extensively studied by M. Combarnous and S. Bories [3]. 

The governing equations are 

V • V = 0 

bV 

(Pc)* x* v2 r + (pc)f v • v r = o 
bt' 

dV 
(-1 p — + Vp' - pg + nK-1 V = 0 

bt 

(1) 

(2) 

(3) 

V = V\ei + V2e2 + ^363 is the fluid's filtration velocity, p is the 
pressure, T is the temperature and g = — ge3 is the acceleration due 
to gravity. 

The fluid's state equation is 

p = Pl[l-a(T'- 7Y)] 

In order to render the equations dimensionless, the following reference 
values are used: H, (pc)* HV\*, \*/H(pc)f, \*p/K(pc)f and AT = T3' 
— T\ for the length, time, velocity, pressure and temperature scales 
respectively. 

The dimensionless lower surface temperature is thus 

with 

1 + 8 sin u>£ 

0 = (TV - T3 ')/(7Y - TV) and w = w' (pc)* H2/X* 

(4) 

Using the Boussinesq approximation, equations (1-3) become, in 
dimensionless form, 

dT_ 

bt 

V-V = 0 

- V2T + V-VT = 0 

rdV 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OP HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
December 27,1977. 

r ' f P r ' - ' M - i V p - R a * k 7 , + V = 0 
bt 

(5) 

(6) 

(7) 

k = - e3. 
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(8) 

The following dimensionless parameters appear: the Rayleigh 
number Ra = ga(pc)fATHK/\*v, the Prandtl number Pr = v(pc)f/\*, 
and three numbers which characterize the medium: the porosity c, the 
ratio of heat capacities (pc)f/(pc)* and the fineness of the medium 
F = K/H2. 

The reference states are: a uniform zero velocity field (Vo = 0) and 
a temperature distribution satisfying 

dT0 d2T0 

dt dz2 

with 

T0 = 0 for z = 1 

To = 1 + /3 sin w t for z = 0 

Using separation of variables, we obtain 

T0 = (1 - z) + Pa(z) sin (cot + 0(z)) 

«(z) = |q | ,0(z) = Arg |<j|; 

(9) 

q(z) = sinh [fe(l + i) (1 - z)]/sinh [&(1 + i)], k = (co/2)1/2 

The critical stability conditions are determined with To(z, t) as the 
starting point. 

3 L i n e a r S tab i l i t y 

We introduce temperature and velocity perturbations, 0 = T - To 
and v = V - V0 respectively, into (5-7), neglect the second order terms 
in the energy equation and consider the component on e3 of the ve
locity perturbation. 

Since the layer is bounded by two infinite horizontal planes, the 
perturbations are developed as periodic wave functions on the two 
horizontal directions [4] 

8(x, y, z, t) = 8(z, t) exp [i(sxx + syy)] 

w(x, y, z, t) = w(z, t) exp [i(sxx + syy)] (10) 

6{z,t)= Y ak (t)Ok(z) 
k=i 

w(z,t) = Y, bk(t)Wh(z) 
k=i 

(14) 

The chosen trial functions are 9^ = Wk = s'm(kvz). 
Replacing 0 and to in (11-12) by their expression (14), multiplying 

the two equations by 9i and W\ respectively and integrating over the 
height of the layer, we obtain 

I T eke]dz=T.ak j (D2-s2)eA eidz 
k=i at Jo k=i Jo 

N r1 i>Ta 
- E bk \ WkQx—^dz (15) 

k=i Jo dz 

0 = - R a * s 2 Y. ak f OkWidz 
k=i Jo 

- Y bk CiD^-s^WkWidz (16) 

The system of ordinary differential equations (15-16) is written in 
matrix form 

N dak N N 

Y Mk —— = Y Bik ak + Y Cm bk 
k=i dt k=i k=i 

N N 
0 = Ra* Y Dik ak + Y Em bk 

A = l k=l 

(17) 

(18) 

Mk, Bik, C\k,D\k, and Ey, are square matrices, C\k is time dependent 
and of period r = 1//. 

C,k = f 1 [(1 - z) + /3a sin (cot + 8)] (DWkOi + Wk TIB,) dz 
Jo 

= -b\k + P [Glk sin cot + H\k cos cot] (19) 

sx and sy are 1 
We obtain 

lPr* 

o perturbation wavenumbers. 

d0 m i 21 n dT° — = (Dl — sz) 8 — w 
dt dz 

MF — (D2 - s2)w = - Ra*s20 -
dt 

-(D2- - s2)w 

(ID 

(12) 

&u, is the Kronecker delta. 
Equations (17-18) become 

da, _ fRa*s 2 - ( l 2 7r 2 + s 2 ) 2
i 

dt ~ 1 (FTT2 + s2) 

+ Ra' 

&lk 

+ Ra* (3 [R\k sin cot + Ty, cos cot] ak (20) 

D = d/dz and s2 = sx
2 + sy

2 

The boundary conditions for isothermal and impermeable planes 
are: 

w =0 for z = 0 and z = 1 (13) 

F = K/H2 is generally less than 10 4 so we set it equal to zero (D.D. 
Joseph, Vol. 2,1976 [5]). 

Equations (11-13) are solved using the Galerkin method [6]; the 
perturbations 6 and w are represented by linearly independent 
functions satisfying the boundary conditions 

R\k = Gekbxkh
2/(\2-K2 + s2) and Tlk = H£k-Slk2s2/(W + s2) 

Equation (20) is then written as 

— = Fu,ah. F » ( T ) = 1 ? I » ( 0 ) 
dt 

(21) 

with initial condition ai(0). 
If N different solutions are known, an, a\i, • • • aw ; a more general 

solution is Cian + C2O12 + • • • CN OI/V-
The N column matrices a\m define a fundamental system of solu

tions (m = 1, 2 , . . . N). 

. N o m e n c l a t u r e . 
a, b = functions of time 
c = specific heat 
e i , 62, e3 = unit vectors 
/ = frequency 
F = fineness of the medium = K/H2 

g = acceleration due to gravity 
H = layer thickness 
k = - e 3 

K = permeability 
M = ratio of heat capacities (pc)fl(pc)* 
N = order of approximation 

p = pressure 
Pr* = Prandtl number 
Ra* = Rayleigh number 
s = wavenumber 
t = time 
T = temperature 
v = velocity 
x,y, z = dimensionless coordinates 
a = coefficient of thermal expansion 
S = Kronecker delta 

e = porosity 
X* = thermal conductivity 
p = dynamic viscosity 
v = kinematic viscosity 
p = density 
T = period 
9 = temperature perturbation 
\p = stream function 
co = 2 i r / 

primes = real variables 
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Thus, " act 
daim 

dt 
• FlktJkn (22) 

Taking into account the periodic nature of the coefficients, we 
have: 

dalm(t + 

dt 
= Fik(t + r)akm(t + T) = Flk(t) akm(t + r) (23) 

The stability discussion is based on Floquet's theory. It is possible to 
find a solution a*m of system such that 

Ota(r) = ahn(Q)Qnm(r) 

Q (T) is called a "monodromy matrix." 
If the initial condition is 

we obtain 

ow(°) = <W 

OfcmM = Qkmir) 

(24) 

(25) 

(26) 

The eigenvalues of Q are called the Floquet multipliers Ai, X2 • • • XJV 
and MI> M2 • • • wv defined by 

\j = exp (-HJ T) (27) 

are the Floquet exponents and they determine the system stability. 
If the real part of MI is the greatest, the system is stable if 

(HI) > 0 (28) 

The matrix akm(r) is determined by solving (22) with initial conditions 
(25). The Runge-Kutta method is employed. Next, the eigenvalues 
of dkm (T) are calculated and let us suppose Xi, is the greatest. A dif
ferent approach would be to search for the critical Rayleigh number-
given \i = 1 (m = 0). This is equivalent to 

det (Q - / ) = 0 (29) 

In Galerkin's method, the number of terms kept in the series is two. 
The difference between the values obtained for the critical Rayleigh 
number (N = 2 and N = 3) is always less than 2 X 10~4. If 0 = 0, the 
result for Rac* is 4T 2 , evidently. 

The results are shown in Figs. 1-3; they show the critical Rayleigh 
number as a function of the frequency, the amplitude and the wave-
number respectively Ract* varies weakly with / and are of opposite 
sign as those in [7] for a liquid layer. For / > 100, the oscillation has 
no influence on the stability. 

4 E x p e r i m e n t a l I n v e s t i g a t i o n 
The experimental setup is shown in Fig. 4. The test cell is made up 

of two isothermal blocks. The porous medium consists of glass balls 
(3 mm dia) and a saturating fluid (water). The test.cell dimensions 
are 190 mm X 60 mm X 20 mm. Thermocouples are placed on the 
lower and upper faces and, inside the cell {h\ = 15 mm, hi = 30 mm, 
hs = 45 mm). 

The surface temperatures are provided by water circulation. The 
periodic temperature of the lower wall is obtained employing a com
puter, a data acquisition system and a timing generator. The precision 
of this modulation is checked by a Fourier analysis giving the rate of 
harmonics by reference to the fundamental one (<2 percent). The 
data acquisition system collects and registers the voltage, the current 
passing through the heating resistor of the heat exchanger and the 
electromotive forces of the thermocouples. 

The temperature evolution within the layer permits us to observe 
the onset of convection and to define the critical value of Ra<,t*. In fact, 
for / = 4.23, the periodic temperature evolution proves the existence 
of conduction at Ra* = 21.4 (Fig. 5), symmetry of the increasing and 
decreasing parts of each period and some value of peaks. At Ra* = 35.6 
(Fig. 6), the influence of convection is noted since the temperature 
curves are no longer symmetrical, the declining section is more elon
gated than the rising section. 

38 

36 
0.1 1 10 100 1000 f 

Fig. 1 Rac/ * as a function of Mor /? = 1 and s = ir 

Fig. 2 Raci * as a function of 0 for / = 1 and s = ir 

0 0.5 1 1.5 2 /J 

Fig. 3 Racl * as a function of s for /3 = 1 and f - 1 

At higher Ra*, a regime of convection with a strong peak of first 
oscillation is seen. 

Attempting to compare theory with experiment in order to deter
mine the value of RaC(* (/3) when close to the marginal state definited 
by the linear theory is very difficult. 

Though the experiments can not lead us to define a precise stability 
criterion, they clearly show that convective phenomena can develop 
for Rayleigh numbers less than 4ir2, thus leading to a perturbation 
of the temperature field. 

Fig. 7 shows a summary of results for / = 4.23. 

5 N u m e r i c a l Mode l 
Considering equations (5-7) with F = 0, taking the curl of (7) and 

introducing the stream function \p, such that Vx = d\p/dz and Vz = 
— di/'/dx, we obtain 

dT 

dt 
• V2T + V • VT = 0 (30) 

dT 
V2i/< - Ra* — = 0 

dx 
(31) 
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@ O experiment, linear theory [2], — Floquet theory 

where V = Vx ei + Vz e3. 
The horizontal surfaces are isothermal and impermeable while the 

lateral surfaces are adiabatic. The aspect ratio is A = L/H = 1 (square 
cell), L is the cell width. The boundary conditions are 

T = 0, 

T = l + i 

dx 
0, 

1̂  = 0 

t sin wt, \j/ = 0 

î  = 0 for x 

for 2 = 1, \fx 

for 2 = 0 , V x 

•• 0 and x = A, \/z 

(32) 

We superimpose on the initial temperature distribution (To = (1 — 
z) + ()a sin (wt + </))) in the cell, an arbitrary perturbation of the form 
ffi cos (nvx) sin (rrnrz). «i is an amplification coefficient; m and n are 
wavenumbers. This introduction has an interesting effect; convective 
phenomena appear and they can increase or decrease during the pe
riod. Equations (30-31) are written in finite difference form and 
solved with the A.D.I, method. A grid of 25 X 25 is used. 

0. 0.2 0.4 0.6 0.8 1. t 

Fig. 8 Numerical model; perturbation variation with t for I = 1 and /3 = 1 

Fig. 9 Streamlines and temperature profile evolution for Ra* = 50, / = 
and for / = 0, 0.025, 0.05, 0.075 and 0.1 (numerical model) 

10, 
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The results are plotted and show the time variation of the maximum The numerical model shows that during part of the period of os-
temperature deviation along horizontal straight line [5 = [T(0, z) — dilation, the initial perturbation is attenuated considerably and then 
T(l, z)]/ai). Fig. 8 shows this for/ = 1 and /5 = 1. When Ra* = 15, the it increases. 
introduced perturbation decreases very rapidly; when Ra* = 20, 5{t) For high frequencies, the results agree Very well. All theories predict 
remains constant temporarily and then decreases and, when Ra* = that the temperature oscillation has no effect on the stability of the 
25, the initial thermoconvective cell tends to grow since o(t) exhibits layer and that the critical Rayleigh number approaches the constant 
a positive slope during part of the period. The temperature and stream lower surface value when the frequency tends towards infinity, 
function fields, for / = 10 and Ra* = 50, are shown on Fig. 9. 
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Structure of a Turbulent Thermal 
Plume Rising along an Isothermal 
Wall 
The weakly buoyant region of a turbulent thermal plume formed by a line heat source 
along the base of a vertical isothermal wall was investigated. The turbulence quantities: 
u', v', w', t', u'v', u't', and v't' were measured, supplementing existing measurements of 
mean quantities in this flow. The plumes exhibited local similarity in terms of local plume 
thermal energy flux and height above the source. In the outer portions of the flow, the 
shear stress agreed with conventional mixing length models and the turbulent Prandtl 
number approached 0.5. Near the wall, however, turbulent stress and transport quantities 
do not approach zero when gradients in mean quantities are zero and eddy viscosity mod
els do not properly represent the turbulence characteristics. Predictions of mean quan
tities were examined using a local similarity hypothesis and various eddy viscosity mod
els. The theoretical results are in fair agreement with the measurements, in spite of the 
inaccurate representation of turbulence quantities near the wall. The theory indicates 
that local similarity for mean quantities is only approximately observed, and suggests the 
presence of systematic Grashof number effects that were not apparent in the measure
ments due to data scatter. 

Introduction 

The structure and heat transfer characteristics of a two-dimen
sional, turbulent, thermal plume rising along a vertical constant 
temperature wall is considered. This flow is caused by a line source 
of heat parallel to the base of the wall and is observed during fires on 
vertical surfaces, above baseboard heating elements, on large elec
tronic circuit boards, and in other confined natural convection pro
cesses. Aside from direct applications, studies of wall plumes are 
important for increasing understanding of turbulent buoyant flows, 
since these flows uniquely involve both plume and wall layer phe
nomena. 

Earlier studies have considered turbulent plumes along both adi-
abatic and isothermal walls [1, 2]. These studies were confined to the 
weakly buoyant region of the plumes, where property variations 
(except buoyancy) and radiation can be ignored. Measurements of 
profiles of mean velocity, streamwise velocity intensity and mean 
temperature were completed in the adiabatic wall plume [1]. Profiles 
of mean velocity and temperature, and the wall heat flux distribution, 
were measured for the isothermal wall plume [2]. Integral models, 
based on methods used for free line plumes [3, 4], were reasonably 
successful in correlating the data for both flows. The adiabatic wall 
plume exhibited similarity to about the same degree as free line 

Contributed by the Heat Transfer Division of THE AMERICAN SOCIETY OP 
MECHANICAL ENGINEERS and presented at the AIAA/ASME Thermophysics 
and Heat Transfer Conference, Palo Alto, California, May 25-26,1978. Man
uscript received by the Heat Transfer Division July 21, 1978. Paper No. 78-
HT-24. 

plumes [1]. The thermal energy flux is not conserved in the isothermal 
wall plume due to heat loss to the wall; in this case, local similarity 
was observed, based on the local thermal energy flux in the plume [2]. 
Both flows exhibited non-similar effects in the wall layer. 

The present investigation continues the study of turbulent wall 
plumes, beginning the development of a more complete theoretical 
description than that provided by integral models. Model develop
ment is greatly enhanced by the availability of information on the 
turbulent structure. Therefore, new measurements of profiles of u', 
v', w', t', u'v', u't' and v't' were completed in the isothermal wall 
plume to supplement existing information on mean quantities. Similar 
to earlier wall plume studies [1, 2], experimental difficulties were 
minimized by limiting the measurements to the weakly buoyant re
gion. 

Theoretical studies of natural convection boundary layers have 
progressed from models which assume eddy diffusivity distributions 
based on forced convection flows [7-9], to methods involving 
higher-order turbulence closure [10]. The present investigation ini
tiates this process for wall plumes by solving the turbulent boundary 
layer equations with various eddy diffusivity models. 

Experimental Apparatus and Procedure 
The details of the experimental apparatus have been described 

elsewhere [2]. Briefly, the arrangement consists of a smooth vertical 
wall, 1.22 m wide and 2.44 m high, with side walls to help provide a 
two-dimensional flow. Cooling water is circulated through coils 
mounted on the back surface of the wall, maintaining wall tempera
tures within ±.3 K of the ambient temperature. The heat source is 
provided by an array of small diffusion flames, burning carbon 
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monoxide, located along the base of the wall and flush with the front 
surface. 

The measurements of mean and turbulent quantities in the flow 
utilized a fine-wire thermocouple (0.0254 mm dia chromel-alumel 
wires; 12.7 mm exposed length, parallel to wall) and various ar
rangements of tungsten hot-wire sensors (0.00508 mm dia wire, 1 mm 
exposed length). The hot wires were calibrated in a heated air stream, 
for the complete gas temperature range at all overheat ratios used in 
the tests. The calibrations were correlated using a temperature de
pendent Nusselt number-Reynolds number relationship, similar to 
the formula proposed by Collis and Williams [11]. 

The hot-wire measurements employed two Thermo Systems, Inc., 
Model 1050 anemometers, a Model 1015 C correlator, and a Model 
1060 true rms meter. All signals were processed with a Hewlett-
Packard, Model DY2401B, integrating digital voltmeter, using one-
minute intervals of integration, which were timed with a Model 2509 
A, digital clock. 

The quantities that were measured, and the procedures used for 
each measurement are summarized in Table 1. Hot-wire measure
ments at various overheat ratios were used to back-out values of the 
turbulence quantities. The details of these procedures are described 
in [12]. 

In order to establish confidence in the measurements, test condi
tions were limited to a narrow gas temperature range (13.2 K maxi
mum mean temperature defect), tests were repeated, redundant ov
erheat ratios were used, and many quantities were cross-checked using 
different methods. Within the range of test conditions reported here, 
experimental accuracy is within 15 percent except when y/x < .01 
where the measurements are considered to be less accurate due to wall 
effects [12]. There was less than a one percent mean temperature 
variation and less than a ten percent mean velocity variation for dis
tances up to 0.14 m on either side of the centerline of the wall [2, 
12]. 

Experimental Results and Discussion 
The present turbulence measurements were obtained at four dif

ferent test conditions (tests 2-5 summarized in [2]). These test con
ditions are for plume thermal energy fluxes in the range 116.2-283.8 
W/m, and distances from the source of 0.47 and 0.94 m. The 
present data is plotted in terms of y/x and y/8\/2, since the latter 
quantity is useful for comparison with other flows. The lOylx values 
on the abscissa of each plot only pertain to the isothermal wall plume 
data; however, the y/<5i/2 values pertain to all the flows. Profiles of 
mean quantities may be found in [2] and Figs. 10-12 of this paper, the 
present discussion only considers the new turbulence measure
ments. 

Fig. 1 is an illustration of the fluctuating velocity components, 
normalized by the maximum streamwise velocity. Turbulent kinetic 
energy profiles are illustrated in Fig. 2. The results are similar for the 
different test conditions, the fluctuations are nearly constant across 
the bulk of the flow, decreasing near the wall. 

Table 1 Summary of measurement techniques 

Technique 
Quantities 
Measured 

Single hot wire normal to flow, constant 
temperature at various overheat ratios 

Fine-wire thermocouple 
Single hot wire, constant current 
Single hot wire normal to flow, constant 

temperature at three overheat ratios 
Crossed hot wires, constant temperature 

Crossed hot wires, constant current at low 
overheat ratio 

u,u 

AT 
AT, t' 
u, u,', u't', t' 

u, AT, u', u', 
w', u'u' 
u't', t' 

11 

-WALL JET 
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"> 
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Fig. 1 Profiles of fluctuating velocity components. Symbols represent present 
isothermal wall plume data. Lines correspond to adiabatic wall plume data 
[1], natural convection data [5], and wall jet data [6]. 

The streamwise velocity fluctuations for the adiabatic wall plume 
[1], are very similar to the present measurements. The natural con
vection measurements by Smith [5], for Gr* = 4.93 X 1010 have a 
similar shape, but the intensities are roughly 50 percent higher in 
comparison to um. The wall jet intensities of Poreh, et al. [6] are 
generally higher than the buoyant flows. Towards the edge of the 

^Nomenclature-

= parameter, equation (24) 
p = specific heat at constant pressure 

f = dimensionless stream function, equation 
(14) 

g = acceleration of gravity 
Or* = local Grashof number, gf3x3/\Tm/v2 

Or** = modified local Grashof number, 
gtix3QJpCpv* 

h = heat transfer coefficient = qw/ATm 

k = turbulent kinetic energy 
L = momentum mixing length 
Nu* = Nusselt number, hx/\ 
Pr, Pr ( = laminar and turbulent Prandtl 

numbers 
qw = heat flux to wall 
Qx = thermal energy flux in plume 

Ra* modified Rayleigh number, Gvx 

Pr 
Re* = Reynolds number, umx/v 
Rx correlation coefficient 

*y/(x'2)1/2(.y'2)1/2 

St = Stanton number, qw/pCpumATm 

t' = temperature fluctuation 
T = temperature 
u', u', w' = fluctuating velocity components; 

vertical, normal and parallel to wall 
u, v = mean velocity components; vertical 

and normal to wall 
x = distance along wall 
y = distance normal to wall 
y+ = (yMrJp)1'* 
a = parameter, equation (17) 
/3 = coefficient of volumetric expansion 

<>, h/2 = plume width, u = 0.1 um and 0.5 
um 

t = eddy diffusivity 
T) = dimensionless distance normal to wall, 

y/x 
8 = dimensionless temperature, equation 

(14) 
A = thermal conductivity 
v = kinematic viscosity 
p = density 
T = shear stress 

Subscripts 

m = maximum value 
w = at the wall 
°° = ambient condition 
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Fig. 2 Profiles of turbulent kinetic energy data for the isothermal wall 
plume 

Fig. 3 Profiles of Reynolds stress. Symbols represent present isothermal 
wall plume data. Lines correspond to natural convection data [5] and wall jet 
data [6]. 

boundary layer for the isothermal wall plume, u'2:v'2:w'2 = (1.24: 
A2:M)k. Smith [5] did not determine w', however, if it is assumed that 
w' = u', the ratios for natural convection in the outer region are 
u'2:v'2 w'2 = ( .94:.53:.53)/J which are typical values for nonbuoyant 
shear layers [13]. 

Profiles of Reynolds stress appear in Pig. 3, along with measure
ments for natural convection and the radial wall jet. The present 
values are nearly constant across much of the flow, with a small peak 
near the inflection point of the velocity profile. The present Reynolds 
stresses are lower than the other cases, in keeping with the lower 
values of k. The Reynolds stress does not change sign at the maximum 
velocity position, similar to the findings for the wall jet. The natural 
convection measurements do not extend to the maximum velocity 
position, but these results also show little tendency to approach zero 
at this point. The wall jet measurements and the extrapolation of the 
present measurements, indicate that sign reversal for the Reynolds 
stress occurs between the maximum velocity position and the wall. 
This behavior is observed in other flows with asymmetric mean ve
locity profiles [13]. The buoyant flows have additional buoyant gen
eration of u'u' near the wall, which further impedes the Reynolds 
stress from approaching zero as the sign of the velocity gradient 
changes. Buoyant generation of u'u' is not present for the wall jet 
which exhibits a more peaked Reynolds stress profile. 

The temperature fluctuation intensities are illustrated in Fig. 4, 
along with natural convection measurements obtained by Smith [5]. 
The shape of the profile is similar for the two cases, but the natural 
convection values are generally lower and exhibit a sharper peak near 
the wall. This behavior is probably due to the fact that the maximum 
temperature is right at the wall for natural convection which inhibits 
turbulent transport of peak temperature levels. In contrast, the peak 
temperature region of the isothermal wall plume is well into the 
fully-turbulent portion of the flow and fully contributes to fluctua
tions. 

o .2 .4 .6 .8 i.o 
lOy/x, y/8, / 2 

Fig. 4 Profiles of fluctuating temperature intensities. Symbols represent 
present isothermal wall piume data. Line corresponds to natural convection 
data 151. 

0 ,2 .4 .6 ,8 1.0 

lOy/x , y / » , / z 

Fig. 5 Profiles of correlation coefficients. Symbols represent present iso
thermal wall plume data. Lines correspond to natural convection data [5] and 
wall jet data [6]. 

Several correlation coefficients for the flow are illustrated in Fig. 
5. The velocity correlation coefficient, Ru'u', is nearly constant across 
much of the boundary layer, with values somewhat below those for 
natural convection. In the outer regions of the flow, the present values 
approach those measured for the wall jet. 

The streamwise velocity correlation, Ru>t> is high near the wall in 
the isothermal wall plume. For the bulk of the flow the present values 
are lower then the natural convection measurements, falling in the 
range .4-.6. 

The values of fl„'f for the wall plume and natural convection are 
nearly the same. Similar to the Reynolds stress and Ruv, which do 
not change sign at the maximum velocity position, RDit> does not 
change sign at the maximum temperature position due to the asym
metrical temperature profile. 

Fig. 6 is a plot of the ratio of momentum and heat transport by 
turbulence. This ratio is an effective Prandtl number defined as 

Pr, = u'u'-
T-T-, d« 
(u'f— 

dy. 

(1) 

The values are roughly constant, except near the wall, falling in the 
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Fig. 6 Profiles of turbulent Prandtl number data for the isothermal wall 
plume 
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Fig. 7 Profiles of mixing lengths. Symbols represent present isothermal wall 
plume data, natural convection data [5], and wall jet data [6]. Solid line cor
responds to correlation of Escudier [14]. Dashed lines correspond to correlation 
of Cebeci and Khattab [9], Re, = 12900 and 28700 (nearest wall). 

range 0.4-.6, which is a typical value for two-dimensional flows [13]. 
Pr< increases near the wall, however, the values are questionable in 
this region since both u'v' and v't' do not change sign at the respective 
maxima of mean velocity and temperature. 

Fig. 7 illustrates mixing lengths calculated for the three flows, using 
the following stress-mean gradient relationship [13] 

u'v' = L2 

which yields a turbulent diffusity 

e = L 2 

da 

dy 
(2) 

(3) 

The natural convection data is for Grx = 4.93 X 1010 [5], the present 
data represent the average value of the four tests. While mixing 
lengths are plotted for the full width of the flow, between the wall and 
the maximum velocity position the square of the mixing length cal
culated from equation (3) is negative and a mixing length is not 
properly defined. Another difficulty is that the mixing length is in
finitely large at the maximum velocity position for the wall plume and 
wall jet, and large values are encountered near this position. 

The mixing length correlations proposed by Escudier [14], and 
Cebeci and Khattab [9] are compared with the measurements in Fig. 
7, (two curves are presented for the Cebeci and Khattab relation, 
representing the Reynolds number limits [2], of the present tests). 
The wall plume data generally fall between the two models beyond 
the maximum velocity position, with higher mixing length values 
observed for natural convection and the wall jet. Quantitative com
parison, however, is difficult due to the problem of accurately deter
mining <5 for the three flows. 

The mixing length based on the turbulent kinetic energy 

e = k^L (4) 

was also evaluated [12]. The trends are similar to Fig. 7, however, the 
values are 20-30 percent lower. Thermal mixing lengths have similar 
characteristics, except the values are larger in the outer region, as 
dictated by Pr (. 

Theoretical Model 
There are many known instances where the use of a turbulent vis

cosity model provides satisfactory predictions of mean quantities 
(velocity and temperature profiles, wall friction, heat transfer rates, 
etc.) even though the model does not provide an accurate description 
of the turbulent stress distribution [13]. Turbulent natural convection 
on a vertical flat plate provides a recent example of this behavior. 
Existing data, e.g., Fig. 3, suggest that the Reynolds stress is not zero 
at the point where the mean velocity gradient is zero, contrary to the 
behavior prescribed by a turbulent viscosity [5]. Computations with 

a multi-stress turbulence model support this behavior [5]. Yet rea
sonably good predictions of this flow were recently obtained with 
turbulent viscosity models [7-10]. Since the eddy viscosity parameters 
measured for the isothermal wall plume were qualitatively similar to 
those found for natural convection on a vertical flat plate, it was of 
interest to examine whether wall plumes could also be approximated 
by an eddy viscosity model. Another objective of the calculations was 
to determine the degree to which theory supports local similarity for 
these flows. 

Both the adiabatic and isothermal wall plumes were considered in 
the analysis. The maximum temperature defect for the adiabatic wall 
plume data was 24.2 K, while the present data had a maximum tem
perature defect of 13.2 K. Since property variations are relatively 
small for this range of temperatures, the Boussinesq approximation 
was employed in the analysis. This and other assumptions of the 
theory are similar to earlier eddy viscosity models of natural con
vection boundary layers [7-9]. Since profiles of mean quantities in 
the wall plumes exhibited local similarity, the local similarity method 
of Noto and Matsumoto [7] has been followed. The similarity variables 
were selected to conform with earlier wall plume measurements [1, 
2]. 

The basic equations are as follows: 

du dv 
— + — = 0 
dx dy 

du du d 
u — +v — = g/3(T-T„)+ — 

dx dy dy 

dT dT d \l v t 
u — +v— = — — + — 

dx dy dy [(Pr P r J dy 

We also define the thermal energy flux in the plume as 

Qx = j"° puCp(T - T„)dy 

Common boundary conditions for both wall plumes are 

y = 0, u = v = Q; y = % u = 0, T=T„ 

(" + e) — 
dy 

dT\ 

(5) 

(6) 

(7) 

(8) 

(9) 

The remaining boundary condition at the wall differs for each plume 
type as follows 

0, 
dy 

0 (adiabatic), T = T«, (isothermal) (10) 

The conservation equations and equation (10) imply that Qx is a 
constant for the adiabatic wall plume. For the isothermal wall plume, 
we define the wall heat flux and heat transfer coefficient as follows 

dy/y = o 
h(Tm - T - ) (11) 
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which implies that 

dQx 

dx 
~QlL 

Now introduce the stream function 

_ d^ _ _ d<p_ 

dy' dx 

and the following dimensionless variables 

V = y/x 

f(x, r,) = Gxx*-^h 

8(x, 7]) = Grx*-2'3SPx3(T - T„)/x 

which transform equations (5-7) to the following: 

Gr^*-1/3 (l + - / ' " + (1 + a)ff" + Gix*~1/3i" — I-

(12) 

(13) 

(14) 

-a(/')2 + e = x \f' 
dx 

•f" 
dx 

(15) 

G r *-i/3(i. + _£ 
\Pr *Prt, 

r + G r j * - l / 3 + ( 1 + a ) / 

dri \vPitl 

+ (1 - 2a) f'B •.x\f>™-e>V 
dx dx 

(16) 

where derivatives with respect to r/ are denoted by primes and 

1 d In Qx 
a = 

3 dlnx 

The boundary conditions become 

V = 0, f = f' = B' (adiabatic) = 0(isothermal) = 0 

?! = » , / ' = g = o 

(IV) 

(18) 

Equation (8) provides the following integral condition to be satisfied 
for both flows 

Jo 
f'Odri = 1 

while equations (11) and (12) yield 

xqw Pr 2 / 3R a i*
1 / 3 = - 3 a P r G r i*

1 / 3 = 0'(x, 0) 

(19) 

(20) 

Employing the local similarity method, variations of/ and 6 in the 
:t-direction are neglected, and the RHS of equations (15) and (16) is 
set equal to zero. The equations may then be integrated for parametric 
values of Gr* *, including any x dependency introduced by the eddy 
diffusivity distributions. The parameter a is identically zero for the 
adiabatic wall plume; for the isothermal wall plume, a is an eigenvalue 
of the solution determined from equation (20). The resulting fifth-
order system is apparently overspecified since six boundary conditions 
are given by equations (18) and (19). However, similar to solutions 
for two-dimensional laminar free plumes and wall plumes [15, 16], 
equation (16) trivially satisfies the condition d(x, <») = 0 and this 
condition is extraneous, providing a well posed problem with the re
maining five boundary conditions. 

Three eddy diffusivity formulas were examined in the calculations. 
The first formula was used by Noto and Matsumoto [7] during their 
calculations for turbulent natural convection 

th = 0.4 y+[l - exp(-0.0017 y+ 2)] (21) 

The second formula employs the mixing length distribution proposed 
by Escudier [14] 

(0.41 y)2 

(0.095)2 

da 

dy 

du 

dy 

y/i *5 .22 

y/S > .22 (22) 

Khattab [9]. In this case, the eddy diffusivity is taken as the smaller 
of the following expressions, at each point in the boundary layer. 

[0Ay(l - exp(-y/A))] ! 

= (0.0756)2 

where 

A = 26v(p/Twy'2 

(23) 

(24) 

The third formula is the relationship employed by Cebeci and 

These three methods span a range of possibilities for mixing length 
models. The first only employs a near-wall correction, the second a 
free-stream correction, while the third contains corrections in both 
areas. 

Constant turbulent Prandtl numbers of 0.5 and 1.0 were used in 
the calculations. The first value is suggested by the results of Fig. 6, 
except for the region very near the wall. The second value was used 
by Noto and Matsumoto [7] and also approximates the more complex 
prescription employed by Cebeci and Khattab [9]. 

Theoretical Results and Discussion 
Figs. 8-11 are illustrations of the comparison between predicted 

and measured mean velocities and temperatures for both the adiabatic 
and isothermal wall plumes. The bars on the data symbols represent 
the bounds of the data for several tests over the indicated Grx * range. 
The Cebeci and Khattab (C-K) model, with Pr t = .5 gave generally 
the best results and this version is directly compared with the data, 
using two parametric values of Gr* * which bound the test conditions. 
The Escudier (E), Noto and Matsumoto (N-M) and C-K (Pr( = 1) 
models are illustrated in the inset figure for Gr^ * = 1010. 

All the models indicate that local similarity is only approximately 
observed for the mean profiles. In general, maximum quantities tend 
to increase, the positions of the maxima move toward the wall, and 
the boundary layer thickness decreases as Grx* increases. An excep
tion to this behavior is the temperature profile for the adiabatic wall 
plume, where the maximum is always at the wall and remains rela
tively constant. The changes are not large, however, and these tends 
are not clearly discernable in the data, due to scatter. 

While the C-K model with Pr t = .5 is reasonably successful, the use 
of Pr t = 1 in this model overestimates the maximum temperature, 
particularly for the adiabatic wall plume (Fig. 9). The N-M and E 
models with Pr t = .5, underestimate the maximum temperature 
values and overestimate the boundary layer thickness. This is par
ticularly true for the N-M model, which prescribes overly large values 
of the eddy diffusivity near the edge of the boundary layer. The profile 
predictions of the E and N-M models are improved for Prt = 1, 
however, this results in poorer wall heat flux predictions for the iso
thermal wall plume, as we shall see next. 

Fig. 12 is an illustration of the comparison between measured and 
predicted wall heat flux for the isothermal wall plume. The C-K and 
N-M models with Pr t = .5 provide the best predictions, the results 
for the other cases are less satisfactory. 

The results shown in Figs. 8-12 illustrate that even though mixing 
length models do not accurately represent all the turbulence char
acteristics of the flow, prescriptions for the mixing length distribution 
and the turbulent Prandtl number can be found which yield reason
ably good predictions of mean quantities and overall heat transfer 
characteristics, e.g., the C-K model with Pr t = .5 in the present case. 
This is not a new finding, Launder and Spalding [13] present a number 
of other examples. 

The fact that Pr ( = .5, which was found from the turbulence mea
surements, yields the best predictions of mean quantities for the wall 
plumes is probably related to the thickness of these flows. In terms 
of y/x, which is a reasonably satisfactory local similarity coordinate 
for all the flows, the adiabatic and isothermal wall plumes are two to 
three times thicker than the natural convection boundary layer. The 
turbulent Prandtl number generally decreases with distance from the 
wall, e.g., Fig. 6 and [5, 9,10] and [13], and is found to be 0.5 for two-
dimensional free flows, jets, mixing layers, etc. [13]. Therefore, since 
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Fig. 8 Predicted and measured mean velocity profiles for the adiabatic wall 
plume 

y / x 

Fig. 9 Predicted and measured mean temperature profiles for the adiabatic 
wall plume 

the wall plumes extend farther from the wall, it is not unexpected that 
they can be modeled better with a lower Pr(. 

Concluding Remarks 
Turbulence quantities in the isothermal wall plume exhibited local 

similarity to about the same degree as the mean quantities [2]. While 
specific quantities such as u'lum, u'v'/um

2, etc., were not the same 
for the isothermal wall plume and the natural convection boundary 
layer, mixing lengths calculated for both flows approach values typical 
of nonbuoyant boundary layers in the region away from the wall. In 
this same region, however, u'2:v'2:w'2 had ratios of 1.24:.42:.34, rather 
than the values .94:.53:.53 found for nonbuoyant shear layers [13], 

y / x 

Fig. 10 Predicted and measured mean velocity profiles for the isothermal 
wall plume 

x/y 

Fig. 11 Predicted and measured mean temperature profiles for isothermal 
wall plume 

o DATA, LIBURDY 8 FAETH 

IO" 

Fig. 12 Predicted and measured wall heat flux correlation for the isothermal 
wall plume 
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suggesting a buoyant contribution which increases streamwise velocity 
fluctuations. The turbulent Prandtl number was approximately 0.5 
toward the edge of the boundary layer similar to other two-dimen
sional flows far from surfaces [13]. 

Turbulent stresses and transport quantities did not approach zero 
at the positions where the mean quantities reached maximum values, 
representing an obvious defect for eddy viscosity models of the tur
bulence characteristics of this flow. This behavior is not unusual for 
flows with asymmetrical profiles of mean quantities [13]. 

The use of a local similarity approximation and an eddy viscosity 
model for the solution of the boundary layer equations was reasonably 
successful for the wall plumes. The mixing length constants recom
mended by Cebeci and Khattab [9] yielded the best overall predictions 
of mean quantities for both wall plumes and the wall heat flux for the 
isothermal wall plume. The only modification of the prescription of 
[9] required during the present calculations was the use of Pr t = 0.5, 
a value which also agrees with the present turbulence measure
ments. 

The theories suggest that local similarity does not completely 
represent wall plumes and that a parametric variation of mean profiles 
with Grx * should also be observed. Unfortunately, existing data are 
not sufficiently accurate to confirm this prediction. Since the calcu
lations indicate that local similarity is not exact, higher-order local 
nonsimilarity solutions similar to those described by Sparrow, et al. 
[17], are also needed to evaluate the accuracy of the local similarity 
approximation. Work along these lines is being undertaken in this 
laboratory. 

Eddy viscosity models do not properly represent the turbulent 
transport characteristics near the wall for the wall plumes, and ex
amination of this flow with higher order models, similar to the study 
of Smith [5] for natural convection, would be desirable. The turbu
lence data reported here should be of value in undertaking theories 
of this type. 
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Velocity Measurements in Two 
Natural Convection Air Flows Using 
a Laser Velocimeter 
•.Velocities in two laminar free convection air flow fields were measured using a laser velo
cimeter. Velocities were first measured in the boundary layer around a heated vertical 
flat plate and results compare within two percent of theoretical and previous experimen
tal (streak photography) data. Second, velocities were measured throughout a two-di
mensional triangular enclosure, which consisted of two isothermal side walls {one heated 
and one cooled), an insulated bottom, and glass end plates. Enclosure data are compared 
to simple inclined isothermal plate data and are also presented so that the flow patterns 

> 

Introduction 

Free convection has been of interest in heat transfer applications 
for decades. Theoretical techniques used to solve natural convection 
problems yield both heat transfer rates and velocity information [1, 
2]. Experimentally, more data are oriented toward heat transfer rates 
or convection coefficients. Mach-Zehnder interferometers [3] or 
Wollaston prism interferometers [4] are usually used in two-dimen
sional and axisymmetric free convection problems. Some velocity field 
data are available for several specific cases and such data are usually 
obtained from streak photography [5, 6]. However, with all of these 
experimental techniques, the flow must exhibit a simple geometric 
dependence, usually two-dimensionality, or in some cases axisym-
metry. In three-dimensional free convection flow fields the above 
experimental techniques are not acceptable for checking forthcoming 
three-dimensional theoretical solutions. One technique for measuring 
velocities in free convection gas flows which has been exploited only 
minimally is a laser velocimeter (LV). For this paper, a laser velo
cimeter was used to measure the velocities of free convection in air 
around a vertical isothermal flat plate. Data are compared to previ
ously determined velocities. Also, the LV was used to measure the 
velocity field in an air filled triangular enclosure for which the heat 
transfer characteristics were simultaneously examined [7]. This ge
ometry is representative of attic enclosures and some electronic 
consoles. For this case velocity data are presented and compared to 
previously presented results for inclined isothermal plates. 

The purpose of this paper is thus two-fold: first, to determine ac
ceptable light scattering particles for and to demonstrate the capa
bility of laser velocimeter in small scale free convection gas flow fields, 
and second, and most importantly, to provide some quantitative ve
locity data for a specific natural convection problem which has only 
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recently been studied with heat transfer measurements. 

Laser Velocimeters 
Over the past fifteen years, laser velocimeters have been used in 

various applications for measuring fluid velocities. The advantage 
of using an LV is that the "probe volume" does not disturb the flow 
as a mechanical probe does. Applications range from very low speed 
liquid flow such as blood [8] to high speed gas flows [9]. LV's have also 
been used for both laminar and turbulent flows. The principle of the 
laser velocimeter stems from the fact that small particles in a flow 
scatter light. Several arrangements are possible for an LV system as 
discussed by Durst, et al. [10] and others. For the arrangement of the 
LV used here two laser beams cross at the "probe volume" (see Fig. 
1). This crossing produces a set of parallel fringes due to the coherence 
of the beams. As particles cross the fringes they scatter light in a pe
riodic fashion. The scattered light is collected by a lens and focused 
on a photodiode which converts the light signal to an electrical signal. 
This signal will have a "Doppler" frequency, fo, which can be con
verted to particle velocity (Vp) by: 

V„ = KfD/2 sin (0/2) (1) 

where A is the wavelength of light used. 
Previous to this time LV's have only been used sparingly in free 

convection gas flows. Abshire, et al. [11], Lawrence, et al. [12] and 

Vertical 
/ F l a t Plate 

Lens 2 

Photodiode X=4880A Beam 
Splitter 

Probe \-*-z 
Volume 

Fig. 1 Laser velocimeter system and flat plate assembly 
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others have used LV's to measure convective velocities in the atmo
sphere. Also, Amenitskii, et al. [13] used an LV in free convective 
liquid flows (glycerin and water), in which the impurities in the liquids 
were used as particles. Adrian [14] used an LV to measure forced 
convection velocities in water. Overall, however, very little work of 
this nature has been done with small scale apparatuses. 

Errors in LV data can be present due to high acceleration rates, 
large turbulence intensities, particle dynamics, and the finite size of 
the probe volume as discussed by Durst, et al. [10] and others. For the 
laminar velocities, size of the particles, and acceleration rates used 
here, such inaccuracies were not encountered. 

Experimental Apparatus 
Vertical Flat Plate. First, an aluminum flat plate assembly 152 

mm wide (Z) and 152 mm high (L) was constructed. A water bath was 
attached behind the assembly with an electrical heater coil and stirrer. 
The plate was also instrumented with imbedded copper constantan 
thermocouples. 

The laser velocimeter was used in a dual beam forward scatter mode 
as shown in Fig. 1. The laser is a 0.5 watt Argon ion laser and the beam 
crossing angle, 8, was equal to 5.14 deg, which resulted in an elliptical 
probe volume approximately 200 ixm in diameter and 2900 ixra long. 
The laser was run at approximately 0.1 watts. Since a photodiode was 
used (as opposed to a photomultiplier tube) and since relatively small 
particles were used, running the laser below this level reduced the 
signal to noise ratio. Due to the small active size of the photodiode and 
the depth of field of the lens the effective length of the probe volume 
was 800 (im. The two laser beams were in a plane parallel to the flat 
plate. Thus, the vertical velocity component was measured. Velocity 
components in other directions could be measured by rotating the 
beam splitter. 

Smoke (which filled the room) was used as the scattering particles. 
The smoke was generated with oil soaked paper which was smoldering 
in a closed container. Most of the particles were very small and did 
not contribute Doppler signals. The particles that did contribute 
Doppier signals were estimated to be approximately 1 /xm (as dis
cussed in the following section). Many small particles were in the 
probe volume simultaneously. This resulted in a d-c voltage (output 
by the photodiode) being detected even when no Doppler signal 
particles were in the probe volume. When larger particles were in the 
probe volume the Doppler signals were clearly evident. 

Scattered light was focused onto a United Detector Model PIN 
020B silicon photodiode. The output of the photodiode was amplified 
by a factor of 100 and each "burst" signal was displayed on a storage 
oscilloscope, which had been calibrated using a frequency generator 
and counter. The Doppler frequency was determined for each particle 
by counting ten cycles of each burst signal on the oscilloscope. 

Only laminar flow was examined and very little "scatter" was found 
in the reduced data at a given point in the flow. Collecting a large 
number of samples was not necessary and recording data from an 
oscilloscope was possible. 30 to 50 samples at each position were re

corded and the Doppler frequencies of all particles were determined. 
The average of all particle velocities (u) at a point in the flow was used 
in the correlation of the data. The data rate was typically 0.2 sample/s. 
Only rarely did multiple particles appear in the probe volume. 

Due to the finite size of the probe volume some gradient broadening 
was expected due to the high velocity gradient near the wall. Due to 
this effect, a minimum ratio of standard deviation/average velocity 
of 0.05 was expected. Near the wall a value of 0.08 was measured while 
in the free stream values from 0.02 to 0.04 were measured. 

The positioning of the probe volume in the flow field was attained 
by moving the vertical plate with micrometer heads relative to the 
stationary optics. Thus, the plate was moved in the y direction for the 
traversal of the boundary layer with the LV probe volume. Positioning 
was performed with accuracies of 0.05 mm in the y direction and 0.1 
mm in the x direction. 

Due to temperature and related index of refraction gradients the 
position of the probe volume will be shifted. However, for the cases 
considered here shifts of 0.5 Mm and less were present. Also, since the 
plate was moved the flow field was periodically disturbed. Periods of 
ten min or more were allowed for the flow field to settle between 
movements. 

The probe volume was located midway between the ends of the 
plate. The flow field could have been easily traversed in the third 
direction, z, to determine any three-dimensional dependence of the 
velocity components. In this respect the laser velocimeter has a great 
advantage over other experimental techniques in that any three-
dimensionality of the flow can be quantified experimentally. In the 
Appendix a velocity profile at the corner of the plate is presented to 
demonstrate the three-dimensional traversing capability of the 
LV. 

Triangular Enclosure. The air filled triangular enclosure con
sisted of two constant temperature tanks and one horizontal adiabatic 
bottom, as shown in Fig. 2(a). Concurrently with these tests, a Wol-
laston prism schlieren interferometer was used to measure the heat 
transfer rates in the same enclosure [7]. 

Two polished aluminum plates (1.27 cm thick) formed the two in
clined sides of the triangular enclosure. Six copper-constantan ther
mocouples inbedded in the aluminum walls and were within 0.16 cm 
of the faces similar to other enclosures [4]. The temperatures of the 
surfaces were uniform within 1°C. The bottom surface of the enclosure 
was fabricated from a 2.54 cm thick Bakelite plate and was heavily 
insulated with urethane foam underneath. The two end plates were 
sealed onto the ends with silicon sealant/adhesive. 

The idealized enclosure is presented in Fig. 2(b). One should note 
that the x direction is defined differently for the hot and cold walls 
due to the anticipated development of the flow. 

The same LV as described above was used to measure the velocities 
within the enclosure. Two components of velocity were measured: 
those in the XQ and Xn directions. The flow field was traversed in five 
approximately equally spaced horizontal planes at distances, h, from 
the insulated floor. As before, the test section was moved relative to 

-Nomenclature-
ID - Doppler Frequency of scattered light 
g = acceleration due to gravity 
Gr = Grashof number, see equation (3) 
Gr = ^ m c o s T ( T H - T c ) L 3 A ' m

2 

h = distance from bottom of triangular en
closure 

H = height of triangular enclosure 
H = h/H 
L ~ length of isothermal surface 
T = temperature 
u = average velocity 
u = nondimensionalized velocity, see equa

tion (3) 
U = nondimensionalized similarity velocity, 

see equation (3) 
Vp = velocity of a single particle 

W = width of triangular enclosure 
x = direction tangent to an isothermal sur

face 
X = x/L 
y = direction normal to an isothermal sur

face 
Y = GrWy/L 
z = longitudinal direction in the test sec

tion 
Z = length of the test section 
(i = volumetric coefficient of expansion = 

1/T 
7 = angle between an isothermal surface and 

the gravity vector 
77 = Y/(4X)1/4 

0 = angle between laser beams 
#1,02 = angles in triangular enclosure, see Fig. 

2 
A = wavelength of laser light 
v = kinematic viscosity 

Subscripts 

H,C = pertaining to hot and cold surfaces in 
triangular enclosure 

m = pertaining to mean value of tempera
ture, Tm = (TH + Tc)/2 

r = reference condition at which fluid prop
erties are evaluated 

w = pertaining to a wall condition 
00 = pertaining to free stream value 
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(a)Enctosure Schematic 

(b) Idealized Enclo5ure 

Fig. 2 End view of triangular enclosure 

the LV probe volume with micrometer heads. Both components of 
velocity were independently measured across the entire test sec
tion. 

For the enclosure the angle between the laser beams, 0, was de
creased to 0.91 deg so that the probe volume could be positioned very 
close to the surfaces. This was necessary for the measurement of the 
velocity component normal to the surfaces, particularly in the corner 
regions. For the enclosure geometry the diameter of the probe volume 
was approximately 300 (im. The probe volume length was 30,000 /jm 
and again the effective length was approximately 800 (ira. 

Small chalk dust particles were used for the seeding material in the 
enclosure. Initially, smoke was attempted for this case, but regulating 
the size distribution of the smoke was not possible, as the smoke 
generated very small particles and few large Doppler signal particles 
as discussed earlier. Injecting smoke into the enclosure produced a 
small signal to noise ratio and only seldom were burst signals seen. 
Also, using aluminum powder as seeding material was attempted. The 
particle sizes were measured with a microscope to be approximately 
1 to 3 /um. This powder was injected into the chamber but reseeding 
was often necessary as the particles tended to drop out of the flow. 

The most effective particles were found to be chalk dust. Chalk 
powder was placed in a hypodermic syringe with air and shaken to 
suspend the particles. The air/powder was injected into the channel. 
This resulted in a concentration of approximately 20 particles/cm3 

in the channel. The mean particle size was measured as 1 fim with a 
microscope. Data rates of 0.5 samples/s were obtained. With these 
particles, run times in excess of one hour were achieved, as the particle 
dropout rates were very low. The ratio of standard deviation/average 
velocity was typically 0.03 for the enclosure. 

The smoke was more convenient for use around the flat plate, since 
seeding the entire room with chalk dust would not have been possible. 
By examining the voltage amplitudes for the chalk dust and large 
smoke particles the size of the Doppler signal smoke particles was 
estimated to be approximately 1 nm since the two types of signals were 
approximately of the same magnitude. 

Experimental Data 
Vertical Flat Plate. Measurements were taken for several values 

of x, and approximately ten values of y were used for each x. The 
reference temperature rule initiated by Sparrow and Gregg [15] was 
used in correlating the data. This rule is that a reference temperature, 
TV, is used to calculate all fluid properties where 

Tr = Ta - 0.38(T„, - T„ ) (2) 

Fig. 3 LV data for vertical flat plate 

Velocity and position data have been nondimensionalized as follows 
so that velocity profiles for vertical and inclined plates approximately 
collapse to one curve [5, 16]: 

U = (Gr/4X)l'2u 

Gr = g /3cos7(T„ , -T„)L3/ (v 2 | 

X = x/L 

u = u„r/g(!(Tw-T„)L'i 

r, = Y(4X)'/4 

y = ( G r ^ V L 

(3) 

(4) 

and that T„ be used to evaluate the coefficient of volumetric expan
sion, (3. 

Typical data are presented in Fig. 3. These data were collected 
midway between the ends of the plate at 7„, = 86°C, T„ = 25°C, and 
X = 0.482. The data are compared to the analysis of Yang and Jerger 
[16] and the data of Schmidt and Beckmann [6]. Two values of X from 
[16] are presented primarily to indicate how much results change with 
X. 

Present results are in excellent agreement with the data of [6], 
Differences are generally less than two percent. Although the data 
were not taken at exactly the same value of X, Yang and Jerger's 
analysis indicates very little difference should exist between X = 0.482 
and 0.583. The present values of U should be slightly higher than 
those for X = 0.583. As can be seen in Fig. 3, this is true. The recorded 
peak value of U of the present data are 0.285 (X = 0.482) as compared 
to 0.280 (X = 0.583). 

One problem which arose with making velocity measurements in 
the open free convective field was with room currents. Since an LV 
is making point measurements, such currents are more pronounced 
than for interferometers, which average over a test section. 

Triangular Enclosure. Measurements were taken midway be
tween the end plates for five values of h in the chamber and at 20 to 
30 horizontal positions for each component. To correlate the velocity 
data tangent to the nearest surface, nondimensionalization in equa
tions (2-4) was used once again. 

To present heat transfer data for rectangular enclosures in a form 
comparable to vertical plate data, Eckert and Carlson [3] utilized the 
temperature at the center plane to represent the temperature at 
"infinity" (T„). For a triangular enclosure, however, defining such 
a temperature becomes very difficult near the corners. Therefore, for 
this work, the free stream temperature (T„) was replaced by the mean 
temperature (Tm), such that comparison to simple inclined plate data 
was possible. 

Nondimensionalized velocity profiles for the tangential velocity 
components midway up the isothermal walls are presented in Fig. 4. 
The conditions for which this data were collected are Tf/ = 64°C and 
Tc = 0°C and the overall Grashof number based on the total tem
perature difference (Gr) is 6.5 X 10s for this case. In Fig. 4, velocity 
profiles near the two isothermal surfaces are presented and compared 
to that of the LV results for the isothermal vertical flat plate. 

Also in Fig. 4, two theoretical velocity profiles are presented. These 
two theoretical profiles were calculated using the method of Kierkus 
[5] for heated inclined plates. The dotted line corresponds to the ve
locity data near the hot wall of the triangular enclosure. The solid line 
represents an inclined heated surface facing upwards, which is ap
proximately the same condition as an inclined cooled plate facing 
downward. Thus, the solid line corresponds to the cold wall of the 

258 / VOL. 101, MAY 1979 Transactions of the ASME 

Downloaded 21 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Inclined Plate [5] 
- - - X = 0 . 4 7 0 7=-45° 
— X=0.530 r = 4 5 ° 

a LV Vert ica l Plate 
Triangular Enclosure 

O Hot Wall 
A Cold Wall 

Sr=6.5x106 

R =0.470 

Fig. 4 LV data tor H = 0.470 tor triangular enclosure as compared to simple 
inclined plate correlations 

enclosure. Different values of X were used in the application of the 
analysis of Kierkus, since X was measured differently for each surface 
(see Fig. 2(6)), while H was the same near both walls. Kierkus dem
onstrated the accuracy of the theoretical solution for several values 
of X and 7, but did not present experimental data near X = 0.5 and 
y = ±45 deg, which could be used for direct comparison here. Since 
his method was accurate for other values, however, it will be used for 
comparison here. 

In Fig. 4, one can see the three experimental velocity profiles are 
in approximate agreement. Both of the experimental velocity profiles 
for the enclosure are somewhat thinner than the Kierkus theoretical 
analysis for simple inclined surfaces. This is due to the fact that in the 
enclosure larger buoyancy forces are present due to the two walls 
rather than a single wall, particularly near the apex. The data none
theless do correspond approximately to the theory of Kierkus with 
the cold wall agreeing slightly better than the hot wall data. Also, for 
the data presented in Fig. 4, the flow was almost exactly one-dimen
sional near the surfaces. No velocities normal to either surface were 
measured for/ / = 0.470. 

In Figs. 5 (a) and (b) nondimensionalized tangential velocity pro
files are presented for both walls for five values of//. In general, ve
locity profiles near both walls show a strong dependence on the pa
rameter H. The experimental data and theoretical method of Kierkus 
[5] are on the other hand rather insensitive to the value of X. For 
example, one can use Fig. 3 to appreciate the relative changes of the 
profile shape for vertical or inclined plates with changing X. 

The five profiles near the hot wall are presented in Fig. 5(a). The 
curve with the lowest velocity peak is for H = X = 0.783 while the 
largest peak occurs for H = 0.310. For values of t\ between 1 and 3 the 
plots for 77 = 0.157, 0.310, 0.470 and 0.627 approximately collapse to 
one curve. Qualitatively, the behavior for the hot enclosure wall is 
somewhat the same as for the simple inclined plate. For example, the 
largest peaks occur for small values of X for both cases. Differences 
do occur, however, particularly near the corners. The width of the 
boundary layer for H = 0.783 is larger than for small values of//. Also, 
the largest peak does not occur a t / / = 0.157. Neither of these obser
vations agree with inclined flat plate behavior. 

In Fig. 5(b), the profiles near the cold wall are presented. Due to 
the definition of x the values of 77 = 0.783,0.627,0.470,0.310 and 0.157 
correspond to X = 0.217, 0.373, 0.530, 0.690 and 0.843, respectively. 
Overall, these profiles agree much better qualitatively with the in
clined flat plate behavior. The largest peak occurs for the smallest 
value of X and vice versa. Also, in general, the width of the boundary 
layer decreases with increasing X. Only for X = 0.843 does the trend 
deviate from simple inclined plate behavior. For this value of X the 
width of the boundary layer is larger than for X = 0.690. Again, 
however, the differences in boundary layer shapes for different values 
of X only are in qualitative agreement with simple inclined plate 
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Fig. 6 Flow patterns in enclosure 

behavior. In general, the magnitudes of the differences are much larger 
due to the corner effects on the flow. 

Finally, by using the two velocity components at selected points 
in the chamber, a flow map was constructed and is presented in Fig. 
6. This figure clearly shows boundary layer type flow with no flow in 
the central region of the chamber. In [7] this geometry was found to 
have an approximately constant temperature region in the central 
portion, which is also indicative of the "boundary layer regime". Thus, 
the two sets of experimental data are in agreement. 

Particle Dynamics. Two different free convective flow fields were 
investigated here. For the first case (external flow), velocities were 
measured with the LV with smoke and were within two percent of 
previously measured (streak photography) velocities and within two 
percent of theoretical results. For this case it is rather obvious that 
particle dynamics were not influential. 

For the second case (internal fknvj, atomized chalk dust particles 
were injected into the test cell. Nondimensionalized velocity profiles 
were presented near both the hot and cold surfaces of the enclosure 
and compared to an inclined plate correlation. Near the central hor
izontal plane of the enclosure corner effects should be minimal and 
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the flow should be essentially one-dimensional, and tangent to the 
walls. As can be seen by Fig. 6, the flow is tangent to the walls and no 
velocity components normal to the walls were measured. This indi
cates that the vertical gravity vector was not influencing the mea
surements. Also, near the central horizontal plane, the nondimen-
sional velocity profiles did approximately collapse onto one curve as 
might be expected and compared well to the simple inclined plate 
correlation. The small differences between the enclosure data and 
inclined plate correlation near H = 0.5 can be attributed to the fact 
that the boundary layer development will be different for simple in
clined walls and the enclosure walls because of the flow near the cor
ners. 

Also, for the large Grashof numbers used in the enclosure the flow 
was expected to be in the "boundary layer regime" as was found for 
rectangular enclosures [3]. By examining Fig. 6 one can see that no 
velocities were detected in this region (only a low level d-c voltage was 
output from the photodiode in this region). By Stoksian flow theory 
the settling velocities of these particles is estimated to be 2 X 10 - 4 

mps. Had particle lag been present a significant number of signals in 
the vertical direction would have been measured here due to the 
particles falling out of the flow near the apex. This observation agrees 
with the fact that very little reseeding was necessary after each test 
began. 

Thus, since in the central region of the test section the flow was 
tangent to the walls and the velocity profiles approximately collapsed 
onto one nondimensionalized curve, since no vertical velocities were 
measured in the center of the flow field, and since the settling velocity 
is considerably less than the measured velocities the effects of particle 
dynamics in the enclosure have been concluded to be negligible. 

Conclusions 
Overall, accurate LV results were obtained for free convection over 

a vertical isothermal flat plate where flows had previously been ex
amined with streak photography and in a triangular enclosure where 
results were not available. Specific conclusions include: (1) The LV 
measurements for flow around the flat plate were within two percent 
of previous measurements and theoretical results. (2) Smoke was the 
most convenient seeding material for external flows. (3) Injected 
atomized chalk dust was the most efficient seeding material for in
ternal flows. (4) For the particular enclosure geometry and conditions 
examined the flow was in the "boundary layer regime", which agrees 
with the observation in the heat transfer measurements. (5) The 
nondimensionalized velocity profiles near the walls of the enclosure 
were strong functions of X, as compared to the velocity profiles on 
inclined isothermal plates, which are weak functions of X. 
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APPENDIX 
Data for the vertical flat plate are presented in Fig. 3 for velocities 

near the midplane of the plate. To demonstrate that an LV is capable 
of traversing the z direction, in this Appendix typical data are pre
sented for measurements at the corner of the plate (z/Z = 0.00). Other 
parameters are the same as for Fig. 3. These corner data are presented 
in Fig. 7 and compared to data at the center {z/Z = 0.50). Velocities 
are lower in the major part of the boundary layer for z/Z = 0.00 as 
opposed to those for z/Z = 0.50. This should be expected since near 
the corner the "driving force" per unit fluid volume will be less than 
a centrally located point. Resulting fluid velocities will, thus, be less. 
For small values of TJ, differences between these two sets of data are 
small. 
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A Study of Penetrative Convection 
in Rotating Fluid1 

(The effects of rotation on penetrative convection in an annulus of fluid are studied nu
merically by finite difference method. The axisymmetric flows for 14 sets of parameters 
are presented. It is found that rotation compresses the cell heights and increases the hori
zontal cell number in the r-z plane. Theicurvature of the container strongly affects the cell 
structure only at low rotation rate. The upper dynamical boundary conditions have virtu
ally no effect on the flow fields if the upper temperature is sufficiently high.J) 

Introduction 

Penetrative convection in an unstable fluid layer underneath a 
stable layer in a stationary frame of reference has been studied by 
Veronis [11], Townsend [10], Musman [6], Faller and Kaylor [4], 
Moore and Weiss [5], and others. Since this problem has astro-geo
physical applications it would be interesting to study the effect of 
rotation on penetrative convection. For simplicity, only axisymmetric 
flows will be considered. 

Let us consider the following model problem. An annulus of fresh 
water has its upper and lower boundaries maintained at two different 
temperatures Ti and T0 (Fig. 1): T, > 3.98°C and T0 = 0°C. Due to 
thermal diffusion, the fluid will in time develop into a two-layer sys
tem with T = 3.98°C as the dividing line. The upper layer with 3.98°C 
< T < T\ is a gravitationally stable layer and the lower layer with 0 
< T < 3.98°C is a gravitationally unstable layer, because fresh water 
has maximum density at 3.98°C. 

In this system, instability sets in at two stages. The first stage is 
infinitesimal in which the meridional motion due to an imposed 
random disturbance organizes into cells. The cells grow very gradually 
in strength and lead to finite amplitude instability. After the onset 
of this second instability, the kinetic energy of the whole system 
rapidly increases. The structure of isotherms in the lower layer alters 
with the convective motion. This second stage of instability will either 
strengthen the existing convection cells or induce finite amplitude 
oscillation. Rotation has only a slight effect on the onset of the initial 
stage of instability; but its effect on the structure of the finite am
plitude cells is considerable. It was suggested that the azimuthal 
current induced by Coriolis effect can give rise to centrifugal insta
bility and possibly baroclinic instability. The development of cen
trifugal instability in the system has been discussed by Quon [9]. 

In this paper we shall give a report on the effects of rotation, tem
perature differentials between the upper and lower boundaries, and 
curvature of the container on the axisymmetric motion in an annulus 
of square cross section. Although the problem considered here cannot 

1 A Bedford Institute contribution. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
December 4,1978. 

Fig. 1 The physical system 

be directly applied to any natural system, nor can the results be 
compared with any existing theories on Benard convection, which are 
mostly formulated for infinite domains, the present problem is of 
general interest because of its exploratory nature. It is believed that 
this is the first attempt to describe penetrative convection in a rotating 
fluid. As Daniels [2] and Daniels and Stewartson [3] have shown re
cently, Benard type of convection in a rotating fluid in a finite domain 
does pose some extra constraint because of the vertical boundaries, 
and hence requires fresh interpretation. 

Mathematical Formulation 
The nondimensional equations of axisymmetric flow for an in

compressible fluid in the rotating frame of reference can be written 
as follows (Chandrasekhar [1], p. 83): 

df/dt = J(f/r, 4/) + (1 + 2v/r)dv/dz - pdSVdr + eLf (1) 

d(r2o)/dt = J(rv, ^) + rdxfr/dz + tr2Lv (2) 

d(/-0)/di = J(fl, f) + U/<r)r \L + -\ I) (3) 
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- IdVdr2- -d/dr + d2/dz2U = - f (4) 
Table 1 Details of Computation 

where L = (V2 — 1/r2), V2 being the Laplacian operator, and J(/, h) 
= (df/dr-dh/dz — df/dz-dh/dr), the Jacobian. Boussinesq approxi
mation has been applied with the following equation of state 

P = poll - «(T - 3.98 C)2] 

« = 8.0 X 10-6/(°C)2 (5) 

In (1) to (4), f and \p are the vorticity and the Stokes' stream func
tion in the meridional (r-z) plane, respectively, v is the azimuthal 
velocity. The total velocity vector is then 

<J = 
1 1 

• ~ 4>z, v, - i/v 
r r 

(6) 

A characteristic time T = (2Q)~l, length L and velocity U = (2fiL) 
have been used. Hence the characteristic stream function is 2fiL3. The 
normalized temperature 0 is defined as 

0 = (T - 3.98)/3.98. 

Three useful nondimensional parameters are defined as follows: 

e = e/2S2L2 Ekman number 
«g(3.98)2 

4Q2L 
via 

Thermal Rossby number 

Prandtl number 

The boundary conditions for (1) to (4) are: 

V = \p = d\p/dr] = 0 
6 = A > 0 

dO/dr = 0 

on all walls 
on upper boundary 
on lower boundary 
on the cylindrical walls, 

where d/dtj denotes normal gradients on the walls. In this paper d\f//dri 
= 0 on the side walls has been relaxed and replaced by f = 0. This 
relaxation is intended to reduce viscous drag produced by the vertical 
walls. It does not make the side walls completely slippery, however, 
because u = 0 instead of du/di; = 0 is maintained. 

Method of Solution and the Initial Condition 
Since we are mainly interested in nonlinear convection, we shall 

investigate the problem numerically by finite difference method. The 
essence has been given in Quon [8]. The finite difference formulation 
is stable enough to suppress the disturbance due to truncation and 
roundoff errors. Hence the integration starts from zero initial con
dition, the dd2/dr term in (1) would remain zero at all times because 
the ensuing temperature development is by conduction in the z -di
rection only. Consequently no motion can be generated. In all com
putations initially a random 8 field with maximum amplitude of 0.1 
percent of (1 + A) had to be imposed. 

The parameters for all computations are given in Table 1. 

Results and Discussion 
Pig. 2 summarizes the various cases of computation in t — ft pa

rameter space. Line A contains all cases which are different from one 
another only in the rate of rotation. The rotation rate increases from 
fl = 1.03 X 10~3 rad s'1 for Q10 to 0 = 2.51 X 10"1 rad s"1 for Q17 at 
a constant A = 6. Line B contains three cases of different values of A 
at a constant Q = 2.51 X 10"1 rad s^1: Q17 (A = 6), Q18 (X = 2.5), and 
Q19 (X = 0.3). Line C divides the cases of three-cell formation to the 

Case & a (rad/s) 

Q10 
Q l l 
Q12 
Q13 
QU 
Q15 
Q16 
Qn 
Q18 
Q19 
Q20 
Q21 
Q22 
Q23 

L = 3 cm 
i> 

5.39 X 10-1 

3.54 X 10-1 

1.77 X 10"1 

8.84 X 10-2 

4.42 X 10-3 

3.30 X IO-3 

2.46 X 10-3 

2.21 X 10^3 

2.21 X 10-3 

2.21 X 10~3 

2.46 X 10~3 

2.31 X 10-3 

2.39 X 10-3 

2.76 X 10~3 

K = 1.4 x 10-3, v 

,, _ «i'(3.98)2 

9.76 X 103 

4.20 X 103 

1.05 X 103 

2.62 X 102 

6.56 X 10-1 

3.65 X 10"1 

2.02 X 10-1 

1.64 X 10"1 

1.64 X 10- ' 
1.64 X 10"1 

2.02 X 10"1 

1.80 X 10"1 

1.92 X 10"1 

2.56 X 10"1 

= 1.0 X 10-2, <v = 

6.0 
6.0 
6.0 
6.0 
6.0 
6.0 
6.0 
6.0 
2.5 
0.3 
4.0 
2.1 
1.5 
2.1 

8.0 X 10-6 f 

1.03 X 10-3 

1.57 X 10-3 

3.14 X 10~3 

6.28 X 10~3 

1.26 X 10"1 

1.68 X 10"1 

2.26 X 10-1 

2.51 X 10"1 

2.51 X 10"1 

2.51 X 10-1 

2.26 X 10-1 

2.40 X 10"! 
2.32 X 10"1 

2.01 X 10-1 

>r all cases. 

2UL2 ' 4Q2L 

-LOGe — 

Fig. 2 Summary of the computations 

left from the four-cell formation to the rigt. Line C is roughly repre
sented by 

0 
[1 + X\a 

I 7 
390 e, 

where p = 0.0444. 
In this section we shall examine the various effects on the structure 

of the convection cells. 

1 Effects of Rotation. The most obvious effect of rotation on 
the convective motion is the existence of an azimuthal velocity. 
Without rotation, axisymmetric convection rolls may have two-
dimensional motion only. Coriolis effect has generated an additional 
azimuthal velocity. Circular motion in axisymmetric rolls has become 
helical although the motion is still axisymmetric. The magnitude of 
the azimuthal velocity v can be estimated by 

jd2v d2u\ 

-Nomenclature. 

J = Jacobian operator 
L = V2 - 1/r2, a differential operator 
q = velocity vector 
r = radial coordinate 
t = time 
0 = azimuthal velocity 
z = vertical coordinate 

« = coefficient of cubic expansion 
(i = thermal Rossby number 
t - Ekman number 
f = vorticity 
cVdj; = normal gradient at the boundaries 
0 = normalized temperature 
K = thermometric conductivity of fluid 
A = normalized temperature at the upper 

boundary 
1' = kinematic viscosity 
p = density of fluid 
a = Prandtl number 
T = (2SJ)-1, characteristic time 
\j/ = Stokes stream function 
B = rotation rate 
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•y 9 v 

Fig. 3 Steady-state contours of various fields for selected cases along line 
A in Fig. 2. The varying parameter is the rotation rate Q. Isotherm spacings 
are (A + 1)/13 with 8 = A at upper and 0 = — 1 at lower boundary. Clockwise 
meridional motions are represented by + \j/ cells. + Contours in v indicate 
flows into the page. 

with \p = i/<o sin wz/d sin kirx where x = (r — ri), d the cell height of 
i/\ and k the horizontal number of cells shown in Fig. 3. 

The second noticeable effect of rotation is on the permissible 
number of horizontal cells as shown in Fig. 3. As one descends from 
left to right along Line A in Fig. 2, the number of cells increases from 
3 in Q15 to 4 in Q16. The classical theory of Benard convection in a 
rotating fluid predicts that asymptotically the cell scales vary with 
fl~1/;! [1]. The transition from three cells to four cells is not clear cut 
in the computation. However, the increase in cell number with in
creasing rotation is in keeping with the classical theory. 

The third effect of rotation is in the reduction of cell heights by 
rotation as shown in Fig. 3. This effect is not surprising. If the hori
zontal scale decreases, the vertical scale also decreases with increasing 
rotation according to the classical theory. 

2 Effect of Temperature on Upper Boundary. Fig. 4 depicts 
the various fields for the three cases on Line B in Fig. 2. They illustrate 
the effect by varying the upper temperature while the rotation rate 
is held constant. The cell heights increase with decreasing upper 
temperature. For A = 0.3, or the upper temperature = 5.2°C, the whole 
cavity becomes unstable. The cell number decreases from 4 for Q18 
to 3 for Q19. In the classical theory of Benard convection, there is a 
definite cell height to cell width ratio. In the present system, this ratio 
depends strongly on the upper temperature as shown in Q17,Q18 in 
Fig. 3. One must not, however, compare infinitesimal instability theory 
valid for an infinite domain to finite amplitude instability in a finite 
container. 

3 Effects of the Upper Dynamical Boundary Condition and 
Curvature. When the temperature on the upper boundary is suf
ficiently large [say, A ~ 0(1)], the dynamical boundary condition on 
the upper boundary produces no appreciable effect either on the onset 
of instability or on the final cell structure. Fig. 5 shows the results of 
two computations: the upper diagrams are for a free upper surface (v2 

= 0, f = 0) and the lower diagrams are for a rigid upper boundary with 
non-slip conditions, while all other parameters are held constant with 
A = 2.5 or Ti = 9.95°C. The stable layer occupies about one-third of 
the cavity. There is virtually no difference between the two cases. The 
reason for this insensibility to the upper boundary conditions is that 
the real boundary of the vigorous cellular motion lies within the fluid 
at the bottom of the stable layer. The motion near the upper boundary 

V G x = 6.o v 

Qi7 p * n i ^ 

is virtually zero, provided that the stable layer is sufficiently thick so 
that the motion will be damped out as it propagates from the bottom 
to the top of the cavity. 

The curvature has a strong effect on the flows at low rotation rate. 
Fig. 6 compares two computations for Q16: the upper diagrams for 
r<Jr\ = %, and the lower diagram for n —* <*>. The effect of curvature 
is almost imperceptible. Fig. 7 shows, on the other hand, a great deal 
of change due to elimination of curvature for Q10: three cells have 
been reduced to two cells as the curvature effect is removed. The two 
cells are symmetric about the centre line. The difference in the rota
tion rate between Q16 and Q10 is about two orders of magnitude (see 
Table 1). 

4 Comparison with Previous Works. It is not appropriate to 
compare the details of the present work with the previous works 
mentioned above, because they do not include the constraint of 
rotation; nevertheless, there are similar features. Townsend's mea
surement for the mean temperature in the unstable layer is ~3.2°, 
corresponding to a normalized temperature 0.20. In our compu
tations, the mean temperatures range from —0.20 to —0.30. There is 
a tendency for the mean normalized temperature to decrease from 
zero (corresponding to 3.98CC) with (a) increasing rotation when the 
upper temperature is held constant, and with (6) increasing upper 
temperature when the rotation is kept constant. Both (a) and (b) 
would result in the compression of cell heights as pointed out above, 
and reduce meridional motion (cells are less vigorous). This may 
permit diffusion to play a relatively strong role and bring the mean 
temperature closer to that at the lower boundary. 

The temperature inversions observed by Townsend are also present 
in the present system. These inversions correspond to the mush
room-shaped isotherms as shown in the contour diagrams. It is ob
vious that inversion is more pronounced for cases with weak rotation 
or small A. Mushroom-shaped isotherms are associated with strong 
advection. 

Musman's computations show a number of closed isotherms which 
are dynamically impossible in a steady state unless there is a heat 
source or heat sink in the body of fluid. Similar residual effect also 
appeared in Poot's [7] computation of convection in a slot. Musman 
used the mean field approximation. He considered one wave number 
ratio at a time. Poot used a truncated series expansion for the solution. 
In both cases the closed isotherms perhaps can be eliminated by in
cluding more terms in the expansion. 

Consideration of Damping in t|ie Stable Layer 
It suffices to note from Fig. 8 that damping of the motion in the 

stable layer is extremely strong. Townsend considered the damping 
of a spectrum of internal waves in an inviscid fluid generated at the 
bottom of the stable layer due to penetration of the convective cells. 
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Fig. 5 Upper boundary conditions have no appreciable effect for 018. (a) 
upper boundary free, (b) upper boundary rigid, while ail other parameters held 
constant 

Fig. 6 Elimination of curvature has little effect on 016, except to symme-
tricize the fields (a) (r2

 _ ''i)/''i = %; (b) (r2 - r^lr-, —• 0. Note this case 
has relatively high rotation rate. 

He obtained airy wave solutions which are not sufficiently damped 
at low frequency. For the present problem, one should take viscosity, 
diffusivity and rotation into consideration. The problem can then be 
solved as an eigenvalue problem. However, the complication does not 
warrant the effort here. 

Conclusion 
Two-dimensional computations have shown that both the rotation 

and the imposed upper temperature tend to compress the scale of the 
convective cells, and that the upper dynamical boundary conditions 
do not affect the flow to any appreciable extent when the imposed 
upper temperature is sufficiently high. However, suppressing the 
dependence on the third dimension in the computation may have 
oversimplified the motion. It would be interesting to perform a lab
oratory experiment to see whether or not two-dimensional motion can 
exist, and if they do, to see whether or not the cell numbers can vac
illate under appropriate conditions as discussed by Quon [9], 
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Upper Limit of CHF in the Saturated 
Forced Convection Boiling on a 
Heated Disk with a Small Impinging 

(^Critical heat flux (CHF) in the forced convection boiling on an open heated disk being 
supplied with saturated liquids through a small high-speed jet impinging at the center 
of disk is studied experimentally employing Refrigerant 12 at comparatively high pres
sures from 6.0 to 27.9 bars as well as water and Refrigerant 113 at atmospheric pressure. 
Generalized correlations of CHF are obtained for two characteristic regimes: V-regime 
where CHF is variable and I-regime where CHF is invariable for the change of jet velocity. 
Then, the boundaries of each regime are discussed clarifying the aspects for the lower 
limit of jet velocity capable of generating I-regime as well as the upper limit of CHF.j 

Introduction 

Boiling on an open heated surface being supplied with a liquid by 
means of a small round or a thin plane high-speed jet may be regarded 
as one of the simplest systems associated with the forced convection 
boiling. Studies of critical heat flux (CHF) in such simple systems are 
important not only for industrial applications but also for obtaining 
basic information which may be useful in clarifying the mechanism 
of CHF in forced convection boiling. 

Recently, Monde and Katto [1], employing water and Refrigerant 
113 at atmospheric pressure, performed an experimental study for 
CHF in forced convection boiling on open heated disks (both upward-
and downward-facing) supplied with liquid through a round jet of very 
small d/D impinging perpendicularly at the center of the heated disk, 
and the following correlation was obtained: 

Qc = qci 1 + 2.7 
PA°-S im\ 

\P,I \Hfgl 

where qco, critical heat flux for A//,- = 0, was given by 

Qco 
0.0745 

0.725 1/3 

(1) 

(2) 
P,HJSU \p„l \p£U2DI 

where u is the velocity of liquid jet measured at the exit of the nozzle. 
Then, CHF in another type of boiling system, where a thin plane jet 
supplied saturated liquid to just upstream of an edge of rectangular 
heated surface (downward-facing only), was investigated by Katto 
and Ishii [2], and their data obtained for water, R-113 and trichloro-
ethane at atmospheric pressure were correlated by 

Qco 
•• 0.0164 

/p£\0.867 / q 

\p,j \P£U2 

1/3 
(3) 

p„Hfgu \p„l \p£u
2£, 

where £ is the length of heated surface in direction of flow. In Chapter 
5 of [2], a comparison was made between equations (2) and (3) by re-

Contributed by the Heat Transfer Division for publication in the JOURNAL 
OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division May 
30,1978. 

placing D in equation (2) by 2£, because £ can be regarded as the 
maximum flow length measured from the location of incidence of 
liquid jet; and it indicates that qcat'p,,Hfsu of equation (2) is not so 
different quantitatively from that of equation (3) within the experi
mental range. Then, it may be presumed that the difference in the 
exponent of pelpv between equations (2) and (3) is attributable to the 
different type of flow on the heated surface: that is, the radial flow in 
the former and the parallel flow in the latter. 

It is interesting that the experimental data of CHF in the forced 
convection boiling systems mentioned above can be correlated by 
equations of simple form such as equations (2) and (3); and in justi
fication of the form of these equations, a discussion based on di
mensional analysis has been given in Sections 5.2 and 5.3 of [1]. Also, 
with respect to the common appearance of (a/p£U2D)l/3 in equations 
(2) and (3), an explanation based on both hydrodynamic instability 
theory and vectorial dimensional analysis has been given in Chapter 
2 of [14]. However, there is still a problem that equations (2) and (3) 
imply that qc0 can increase boundlessly as the velocity of the liquid 
jet u is raised. Previous studies of boiling suggest that their depen
dence is unlikely to persist for all u, and therefore it is necessary to 
determine the upper limit for CHF in the forced convection boiling 
on open heated surface with a liquid jet, and also to examine the ap
plicability of equations (2) and (3) at different pressures from atmo
spheric pressure. 

In the present paper, CHF in the forced convection boiling of sat
urated R-12 at the comparatively high pressures of 6.0 to 27.9 bars 
is studied on a downward-facing heated disk surface of diameter D 
= 0.01 m with a small round impinging jet of diameter d = 0.002 m. 
The jet velocity u cannot exceed 20 m/s in the experiment due to the 
limit of experimental apparatus employed, but the surface tension 
of R-12 is smaller than those of water and R-113, and besides, it de
creases as the pressure rises, so that the experimental range of 
a/p£U2D is extended to much smaller value of a/pfU2D with the same 
effect as that of increasing u. Furthermore, experiments of CHF of 
saturated water and R-113 at the atmospheric pressure are also made 
to test the reliability of the experimental apparatus in the present 
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study as well as to extend the experimental range of pelp„-

Experimental Apparatus and Measuring Method of 
CHF 

The experimental apparatus is shown schematically in Fig. 1. At 
the top of a pressure vessel (1) (the details of which are shown in Fig. 
2) a copper block (2) is set up with eleven plate-type heaters in the 
upper conical part, to which electric power is supplied from an a-c 
transformer (3). The flat, end surface of the lower cylindrical part of 
the copper block provides a downward-facing heated circular surface 
of diameter D = 0.01 m. The circumferential surface of this cylindrical 
part is insulated with a ceramic sleeve, and the clearance between the 
cylindrical part and the insulator is filled with a plastic packing to 
prevent the contact between Refrigerant vapor and the very high 
temperature, inner region of the copper block, then avoiding thermal 
decomposition of the Refrigerant. The test liquid, which is pressurized 
by a peripheral pump (8) and then adjusted with the nozzle-heater 
(5) up to the saturation temperature corresponding to the internal 
pressure of the vessel, flows out of a nozzle (10) of inner diameter d 
= 0.002 m, impinging at the center of the heated disk. The velocity 
of the liquid jet at nozzle exit u can be determined by measuring the 
pressure difference between the inlet and the outlet of nozzle by 
means of a differential pressure transducer (14). The lower half of the 
inside of the pressure vessel is filled with the test liquid (about 0.4 to 
0.5 m deep), which is heated by a vessel-heater (4), while the vapor 
above the liquid is condensed by a pair of cooling coils (7). The pre
scribed saturation pressure inside the vessel is maintained by con
trolling the vessel-heater as well as the cooling coils. 

The heat flux across the heated disk as well as the temperature of 

COOLING WATER 

1. PRESSURE VESSEL 2. COPPER BLOCK 3. TRANSFORMER 

4. VESSEL-HEATER 5. NOZZLE-HEATER 6. HEATER 

7. COOLING COILS 8. PUMP 9. COOLER 

10.NOZZLE 11. ICE BOX 12. RECORDER 

13. DIGITAL VOLTMETER 14. PRESSURE TRANSDUCER 

Fig. 1 System of experimental apparatus 

heated surface is determined by means of three Chromel-Alumel 
thermocouples set up at regular intervals along the axis of the cylin
drical part of copper block. The actual thermal conductivity of the 
copper block employed, indispensable to an accurate estimate of the 
heat flux, has been carefully determined in the preliminary experi
ment in the same way as that of [1, 2]. 

Critical heat flux is determined by the following means. Increasing 
the input to heaters in the copper block stepwisely with each incre
ment less than five percent of the preceding heat flux, it finally arrives 
at the state in which the heated surface temperature cannot have a 
steady state rising very rapidly, when CHF is determined with an error 
within five percent. The flow state at the onset of CHF cannot be 
observed in the present study due to the employment of the pressure 
vessel, but it has been revealed in the preceding study [1] that once 
CHF takes place, the dryout occurs at the outer edge of the heated 
disk to extend toward the central impinging zone. 

Experimental Data and Correlation of CHF 
Experimental Result of CHF. Fig. 3 represents the experimental 

variation of CHF for R-12 with the jet velocity u, obtained at pressures 
p = 6.00, 11.6,17.7, 23.5 and 27.9 bars respectively. It can be seen in 
Fig. 3 that at the lowest pressure, qco increases with u over nearly the 
entire experimental range of u. As pressure rises, however, the region 
in which qca is independent of u extends gradually from the high ve
locity region toward the low velocity region. In other words, two 
characteristic regimes can be distinguished for CHF in Fig. 3: one 
regime of variable qco and the other regime of invariant qco. In this 
paper, the former regime will be called V-regime, and the latter will 
be called /-regime for simplicity. 

COPPER BLOCK 

CERAMIC 
SLEEVE 

NOZZLE 

I ' l l / NOZZLE SUPPORT 

Fig. 2 Pressure vessel 

-Nomenclature. 
d = inner diameter of nozzle 
D = diameter of heated disk 
Hfg = latent heat of evaporation 
AH, ~ inlet subcooling eVithalpy of liquid 
p = absolute pressure 

qc = critical heat flux 

qco = <7C for AH; = 0 

<7co,max = upper limit of qc„ 

u = velocity of liquid jet at nozzle exit 

= lower limit of u capable of generating Wmin 

Qco.max 

Pe = density of liquid 
P„ = density of vapor 
a = surface tension 
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Fig. 3 Relation between CHF and jet velocity obtained lor R-12 

Analysis of CHF Data in V-regime. The relation between 
(qCo/p,flfgu)/(a/p(U2D)1/s and (pe/p„) suggested by equation (2) for 
the experimental data classified to be in the V-regime is examined 
in the right side of Fig. 4. It may be noted in Fig. 4 that the V-regime 
data scatter to some extent, but the data of R-12 at pressures from 
6.0 to 17.7 bars together with the data of water and R-113 at atmo
spheric pressure can be correlated by the higher solid line, yielding 
the following correlation equation: 

o.i88 n 
\l/3 

(4) 
P„HfgU \p„/ \p£U2Dj 

Among the V-regime data in Fig. 4, the R-12 data at p = 17.7 bars 
show a somewhat greater deviation from equation (4) than other data, 
but it should be noted that these data are situated within a limited 
range near the border with /-regime as seen in Fig. 3. 

Equation (2) obtained in the experiment of [1] for water and R-113 
at atmospheric pressure is also illustrated by the broken line in Fig. 
4, and it is noted that the prediction of equation (2) agrees approxi
mately with the present data for water, but falls a little lower than the 
present data for R-113. Recently, Monde, Kusuda and Uehara [3] 
carried out experiments for CHF of water and R-113 at atmospheric 
pressure for the boiling system with plural impinging jets on a heated 
disk of diameter D = 0.0252 m, giving a correlation equation of their 
experimental data, and if this correlation equation is reduced to the 
case of a single jet, it yields 

<7co 
0.170 Pe 1/3 

(5) 
pJijgU \pj \peU2D 

Equation (5) is illustrated by the chain line in Fig. 4, showing better 
agreement with the present result. 

Fig. 4 Nondimensional correlations of CHF in V and /-regime 

3 5 106 3 5 10 3 5 10" 3 5 10"J 3 

Fig. 5 Comparison of correlation equations (4) and (6) with experimental 
data 

Analysis of CHF Data in /-regime. Regarding the experimental 
data for qco classified to be in /-regime where qco is regarded as in
dependent of u, it may not be useless to test the correlation of data 
employing (qC0/p„HfgU)/(a/p£u

2D)1/2 and ipt/p„), because (qco/ 
pt,H[gu)l(a/peu

2D)112 appears to be a dimensionless group which is 
substantially independent of u; and fortunately it gives acceptable 
results such as shown in the left side of Fig. 4. It is noted in Fig. 4 that 
all the /-regime data for R-12 except those at the highest pressure p 
= 27.9 bars can be correlated by the upper solid line, to give the fol
lowing equation: 

'p^O.614 / q U/2 

\Peu2Dl 
— ^ - = 1.18 -
pJifgU \p„) 

(6) 

; 27.9 bars will be discussed The problem of discrepancy of data at p : 

later relating to characteristic regimes. 
Consolidation of Equations (4) and (6). It is of interest to note 

that generalized correlation equations (4) and (6) derived for V and 
/-regime respectively take a common value for the exponent of pelpv, 
and owing to such circumstances, Fig. 5 can be presented, showing 
another type of comparison between all the experimental data ob
tained in the present study and the correlation equations (4) and (6). 
The aspect of transition between V and /-regime can be seen in Fig. 
5. As for the data for R-113, however, somewhat dubious features are 
observed; the reason for this is unknown, leaving a problem to be 
solved in the future. At the present stage, therefore, it should be un
derstood that the accuracy of the proposed equations (4) and (6) has 
a tolerance such as indicated by the experimental data in Fig. 5 at 
least. On the other hand, the singular data for R-12 a t p = 27.9 bars 
are discriminated, in Fig. 5, from other data by the broken line, which 
is parallel to the line of equation (6) yielding the following relation: 

1/2 

p„Hfgu \p£U2DJ 

so that qco is independent of u for these singular data too. 

(7) 

B o u n d a r i e s of C h a r a c t e r i s t i c R e g i m e s 
Boundary between D-regime and V-regime. As has been ob

served in the experiment by [4] and discussed briefly in the appendix 
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of [2], there is a simple kind of CHF which takes place only due to the 
deficiency of liquid supply as compared with the heat load. If it can 
be assumed for simplicity that all the liquid supplied is vaporized 
because the fraction of liquid splashing away from the heated surface 
is so small, and that the jet velocity is high enough to neglect the ef
fects of surface tension and gravity, the critical heat flux qco in this 
case is related to the liquid supply via the heat balance as follows: 

- ^ - = ^ P ) 2 (8) 
P„HfgU p,, \DI 

where d is the diameter of nozzle supplying liquid. The regime re
sponsible to this type of CHF will be called -D-regime in this paper, 
because it is concerned with CHF due to the dryout of heated surface. 
In many cases, D -regime is situated in the range of low jet veloci
ties. 

The boundary between D and V-regime, where qc0 is presumably 
continuous, may be determined by eliminating qco from equations (4) 
and (8) as, 

a / « \ U 6 / d \ 6 

— — = 1 5 0 - - 9 
peum \pj \Dl 

In the experiments of the present study, d/D = 1/5, and the minimum 
density ratio is pilp„ = 5.20 for R-12 at p = 27.9 bars, so that equation 
(9) gives the following possible minimum value of a/peu2D for D-
regime: 

— 2 — = 6.50 X 10"2 

P(U2D 

Since this value is much higher than those value of a/p{U2D experi
enced in the present study as shown in abscissa of Fig. 5, it is con
cluded that the present study has no relation to D-regime. 

Boundary between V-regime and /-regime. As in the pre
ceding section, the boundary between V and /-regime is determined 
by eliminating qc0 from equations (4) and (6) to give 

"•- = 1.64 X 10"6 (10) 
peu2D 

Of course, equation (10) corresponds exactly to the value of alpeU^D 
at which two solid lines intersect in Fig. 5. 

Possibility of the Fourth Regime. As mentioned before, the 
R-12 data at p = 27.9 bars deviate from the prediction of equation (6), 
and this fact suggests the possibility of a fourth regime existing at very 
high pressures. Such a characteristic regime at high pressures is known 
to exist in forced convection boiling in round tubes and will be dis
cussed in the next chapter. At present, it is recommended that a re
striction be placed on the pressure range where equation (6) is ap
plicable as follows: 

w/p,.>6.0 (11) 

In case of water, for instance, inequality (11) of the density ratio 
corresponds to the pressure range: p < 152 bars, or p/pc < 0.69 where 
p c is the critical pressure. 

Upper Limit of CHF 
Equation (6) has been so far expressed in the form including the 

jet velocity u, but u has in fact no effects on qco in /^regime. Therefore, 
it is preferable that the qc0, namely the upper limit of qCD be denoted 
by Qco.max, and equation (6) be rewritten as: 

g £ ^ ^ _ = 1 7 S ( ^ | ° - 6 1 4
 ( 1 2 ) 

p„HfsVo/{PeD) \ p j 

Also, the lower limit of the jet velocity u capable of generating <?c0,max 
is denoted by um jn , when equation (10) gives the following indication 
for umin: 

= 1 . 6 4 X 1 0 - S (13) 

Pressure variation of ?Co,max and wmjn, which is predicted by equation 
(12) and (13), is shown in Fig. 6 for the case of water boiling on heated 
disks of diameter D = 0.01,0.02 and 0.03 m. Fig. 6 also shows critical 

1 2 5 10 20 50 100 200 

P (bar) 

Fig. 6 Upper limit of qco and corresponding lower limit of u for water boiling 
on heated disks 

heat flux qco in saturated pool boiling at the standard gravitational 
acceleration, which is predicted by Zuber correlation modified by 
Rohsenow [5]: 

ag(P(- P,) 

[ P„2 

1/4 1 

1 + (pJpe). 
where g is the gravitational acceleration. It may be of interest to note 
in Fig. 6 that the prediction of equation (12) for qCOimax versus p and 
that of equation (14) for qc0 versus p are somewhat similar in char
acter. 

Discussion. With respect to the result mentioned above, it may 
be useful to note the following remarks: Examining CHF in forced 
convection boiling in vertical uniformly heated round tubes for in
stance, it is found that there are many data showing CHF saturation 
trend accompanying the increase of mass velocity, particularly in case 
of AH( = 0 (cf. Fig. 2(a) of Thompson, et al. [6], Figs. 17-20 of Stevens, 
et al. [7], Fig. 6-11 of Becker, et al. [8], and Collier [9], Hewitt [10], and 
Lee [11]). For such a state of CHF, and presumably for CHF in I-
regime in the present study too, it may be presumed that, owing to 
high mass velocity of liquid, the vapor generated on the heated surface 
is captured by the liquid flow, and CHF takes place due to near wall 
bulk crowding and vapor blanketing. 

In addition, it is well known that when the system pressure is highly 
elevated in the forced convection boiling in round tubes, character
istics of CHF change to quite different ones from those at low pres
sures (cf. Becker, et al. [12], Campolunghi, et al. [13], and Katto 
[H]). 

Of course, simple comparison should not be made on CHF between 
the forced convection boiling on heated disks with only one dimension 
of radial length and the much more complicated convection boiling 
in heated round tubes with two dimensions of axial length and inner 
diameter. However, it may be of use as well as of interest to notice that 
there are many common characters between the two boiling systems 
in elemental aspects of CHF. 

Conclusions 
1 CHF in the forced convection boiling on an open heated disk 

surface supplied with saturated liquids at various pressures through 
a small impinging jet has been studied, yielding equations (4) and (6) 
for the generalized correlation of CHF in V-regime and /-regime, and 
equations (9), (10) and (11) to predict the boundaries of D, V and 
/-regime. At present, equations (4) and (6) should to be used with 
attention to a tolerance of accuracy as indicated by the experimental 
results, including equations (2) and (5) in Figs. 4 and 5. 

2 For the prediction of upper limit of CHF as well as the lower 
limit of the jet velocity capable of generating the upper limit of CHF, 
equations (12) and (13) are presented. 

3 The possibility is suggested that a fourth regime other than the 
D, V and /-regimes may exist at elevated pressures. 
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Introduction 
The critical heat flux (CHF) phenomenon in flow boiling has been 

the subject of major engineering study for many years and has in
cluded a variety of applications. The majority of the more recent in
vestigations has been directed towards the prediction of the occur
rence of CHF in water-cooled nuclear reactor cores where CHF is 
avoided under normal operating conditions. There is also no transition 
boiling zone under normal operating conditions, and, as a result, it 
was unnecessary to study many aspects of transition boiling in detail. 
Thus, little information is available in the engineering literature on 
this subject. In contrast to water reactor cases, many sodium heated 
steam generators designed worldwide for use in liquid metal fast 
breeder reactor (LMFBR) electric power plants operate with CHF 
and transition boiling in the water tubes under all or partial load 
ranges. For this LMFBR application, thermal-hydraulic details of 
the transition boiling zone represent important design inputs. The 
major thermal-hydraulic design problem associated with the transi
tion boiling zone is related to the characteristics of thermal fluctua
tions induced in the water tube walls. Since transition boiling and the 
associated thermal fluctuations may occur under all or most operating 
conditions, the potential for high cycle fatigue due to thermal stress 
is an important consideration in determining the lifetime of the water 
tubes. The purpose of this investigation was to experimentally de
termine the characteristics of transition boiling and the associated 
thermal fluctuations required for sodium-heated steam generator 
design. 

Direct application of experimentally measured thermal fluctuations 
to sodium-heated steam generators requires a temperature controlled, 
rather than a heat flux controlled, experimental system. Electrical 
heating of an experimental water tube, for example, may lead to sig
nificantly different thermal fluctuations in the transition boiling zone 
as compared to fluctuations occurring when heating is accomplished 
via a hot fluid, like sodium. (The subject is discussed in some detail 
in [1], and very limited experimental results are available in [2-5].) 
It is anticipated on a qualitative basis that the thermal fluctuations 
will be less severe in a temperature controlled situation than in the 
heat flux controlled case [1]. However, the amplitude of the fluctua
tions may be large enough to limit the life of sodium-heated steam 
generator tubes. Frequency and other characteristics of transition 
boiling also contribute to this lifetime condition. 

The experimental program established at Argonne National Lab
oratory (ANL) to obtain transition boiling information for direct 
application to LMFBR steam generators employed a sodium-heated, 
vertically mounted, straight, steam/water tube typical of full-scale 
LMFBR steam generator tubes. Tests were performed in the ANL 
Steam Generator Test Facility (SGTF). The facility is described, and 
the results of observations related to transition boiling zone charac-

Characteristics of Transition Boiling 
in Sodium-Heated Steam Generator 
Tubes 
(Thermal fluctuations were measured in the tube wall in the transition boiling zone of a 
full-scale LMFBR sodium-heated steam generator tube. The tube had an inside diameter 
= 10 mm, wall thickness = 2.90 mm, heated length = 13.1 m, and material = 21J4 Cr-1 Mo 
steel. Water flowed vertically upwards inside the straight tube, and sodium flowed 
counter-currently in a surrounding annulus. Results of thermal, spectral, and thermal 
stress analyses are presented for a test within the normal operating range of LMFBR 
steam generators. Results of other tests are presented that show the effects and sensitivity 
of sodium temperature and water pressure on the severity of the thermal fluctuations?) 

teristics are presented and discussed. Further experimental results 
are presented in detail from a test with parameters within the normal 
operating range of LMFBR steam generators. The effects of steam 
pressure and sodium temperature (heat flux) on the severity of 
thermal fluctuations in the tube wall were studied independently. The 
results of these studies are also presented. 

Experimental Facility 
The Steam Generator Test Facility (SGTF), described briefly in 

[6], employs sodium to boil water in the test section. The SGTF will 
accommodate test sections having vertical lengths in excess of 15 m. 
The closed sodium and water circuits are shown in Fig. 1. The electric 
power supply and electro-magnetic pump have maximum capacities 
of 1 MW and 0.0044 m3/s at 650°C, respectively. The water circuit 
shown in Fig. 1 operates in the recirculation mode with saturated 
water/steam flowing vertically upwards from the test section to a 
separation tank (steam drum). Steam from the top of the drum is 
condensed in the condenser while the liquid from the bottom of the 
drum is subcooled in another heat exchanger (cooler). The water 
temperature at the test section inlet is controlled by heat rejection 
from the cooler and condenser. This dual heat exchanger (condenser 
and cooler) heat rejection system precluded the necessity for a high 
pressure water preheater. The condensate and water from the cooler 

CONDENSER—|^-Q; 

COOLER 

SODIUM SODIUM 
PUMP COMPONENTS 

ENCLOSURE 
SODIUM HEATER 

Contributed by the Heat Transfer Division for publication in the JOURNAL 
OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division June 
30,1978. 

WATER CIRC 
PUMPS 

SODIUM D U M P : 
TANK 

Fig. 1 Steam generator test facility (SGTF) 
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are recombined before entering the canned rotor, high pressure, 
centrifugal pump circuit from which the flow enters the test section 
through a throttling valve. The water circuit has maximum pressure 
and flow of 16.5 MPa and 0.0082 m3/s, respectively. 

A somewhat unique aspect of the SGTF is the condenser/cooler 
arrangement with both components at full system pressure. In order 
to maintain fine system control with fast feedback, a high temperature 
synthetic oil is used as the heat rejection fluid in the condenser and 
cooler; the oil in turn rejects heat to a water cooling tower. The oil 
system, not shown in Fig. 1, utilizes pneumatically controlled valves 
to change load quickly by changing oil flow rather than tempera
ture. 

System instrumentation includes numerous thermocouples, pres
sure transducers, flowmeters, and automatic-feedback proportional 
gain controllers. The water flowmeters are of the turbine type while 
electro-magnetic flowmeters are used in the sodium circuit. All in
struments used for data purposes have calibrations traceable to the 
National Bureau of Standards, and all of these instruments were 
systematically checked for continued accuracy at regularly scheduled 
intervals throughout the test series. 

The chemical quality of the water in the SGTF was maintained at 
a level in the range typical of LMFBR steam generators. Calibrated 
meters were employed in a continuously operating mode during 
testing, and readings out of preset ranges automatically energized 
alarms. A volatile water treatment was utilized in the SGTF high 
pressure water circuit, and makeup water was demineralized and 
deoxygenated prior to introduction into the circuit. The following 
parameter ranges were maintained in the high pressure water cir
cuit: 

Dissolved oxygen 
pH 
Hydrazine residual 
Cation conductivity at 25° C 

10 ppb maximum 
9 to 10 
10 to 50 ppb 
3 micro-mho/cm maximum 

Test Section 
The test section, shown in Fig. 2, consisted of a 2V4 Cr-1 Mo steel 

tube with an inside diameter of 10 mm and a wall thickness of 2.90 
mm, in which water flowed vertically upward. Sodium flowed coun-
tercurrent in the annulus between the water tube and the 304 stainless 
steel sodium tube (31.5 mm ID). The tubes were held in concentricity 
by support spacers designed for minimum heat transfer between tubes 
and minimum flow perturbation. The heat transfer length between 
the centerlines of the sodium nozzles was 13.1 m. 

102 shell thermocouples were spot welded axially along the outside 
of the sodium tube (shell) with a minimum spacing of 0.076 m. An 
additional eleven stainless steel sheathed thermocouples were em
bedded into the water tube wall. These internal thermocouples (tube 
thermocouples) were fed through the sodium annulus, held in place 
by provisions in the support spacers, and brazed into the tube wall 
from the sodium side with the junction approximately midway 
through the wall. The internal thermocouples were located at nominal 
increments of 1.52 m along the tube, and each junction was located 
independently at radii rm with respect to the tube centerline. Iso
thermal tests provided calibration for internal and shell thermocou
ples as well as test section heat loss measurement. 

Fig. 2 SGTF test section 
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Fig. 3 Transition boiling in two-phase annular flow 

Experimental Procedure and Transition Boiling 
Characterization 

Five parameters completely specify a test in the SGTF. Tests were 
run by fixing four of the five parameters, namely sodium mass flow-
rate, water inlet temperature, water flowrate, and water pressure, and 
then adjusting the fifth parameter, sodium inlet temperature, until 
CHF was detected at a predetermined internal thermocouple located 
in the tube wall. 

The pertinent two-phase flow regime for the tests was annular flow. 
The hydrodynamic structure is shown in Fig. 3. Upstream (with re
spect to the water flow) of transition boiling, a liquid film exists on 
the tube wall with entrained liquid droplets in the vapor core. The 

•Nomenclature. 
Ak, Bk, Ck, Dk = k = 0,1, 2 . . . Fourier series 

coefficients, for use in equation (1), °C 
/ = frequency, Hz (o> = 27r/) 
/o = fundamental frequency, Hz 
LT.B. = length of transition boiling zone, m 
r = radial coordinate measured from cen

terline of water tube, m 
S = stress, MPa 
S EQ ALT = equivalent alternating stress, 

MPa 
T = temperature, °C 
t = time, s 

X C H F = CHF quality 

Y\ = amplitude of inherent thermal fluctu
ations within transition boiling, °C 

Yi.max = maximum amplitude of inherent 
thermal fluctuations within transition 
boiling, °C 

Y2 = amplitude of system induced thermal 
fluctuations due to transition boiling zone 
movement, °C 

AZ = axial movement of transition boiling 
zone, m 

a) = frequency, rad/s (10 = 2irf) 

Subscripts 

a = alternating stress 
B = sodium bulk 
H2O = water 
i = tube inside radius 
m = measurement point at internal thermo

couple junction 
mean = mean stress 
Na = sodium 
0 = tube outside radius 
w = water tube wall 

Journal of Heat Transfer MAY 1979, VOL. 101 / 271 

Downloaded 21 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



excellent heat transfer and high heat fluxes in this region have given 
rise to the name nucleate boiling, by analogy to pool boiling termi
nology. Dryout of the liquid film yields a drastic reduction in heat flux, 
followed by a region of mist flow with relatively poor heat transfer and 
low heat flux, this region being termed film boiling, also by analogy 
to pool boiling. The maximum heat flux is the CHF by definition, and 
the transition boiling zone between nucleate and film boiling is shown 
in Fig. 3. Thermal fluctuations occurring in the tube wall as a conse
quence of the local unstable condition of the flow were detected in the 
SGTF test section by an internal thermocouple positioned as shown 
in Fig. 3. The amplitude of the fluctuations is also shown schematically 
in Fig. 3. Experimental data were recorded while the transition boiling 
zone was positioned over the internal thermocouple. 

Details of the tube wall temperature within the transition boiling 
zone are depicted schematically in Fig. 4. These results are based on 
experimental observations. First, it should be noted that the ampli
tude of the thermal fluctuations in the tube wall varies along the 
length of the zone. Shown in Fig. 4(a) is this amplitude, Y\, which is 
maximum near the center of the zone. A qualitative representation 
of amplitude versus length, based on experimental observations, is 
shown in Fig. 4(6). This figure agrees well with similar results reported 
in [3]. Results similar to Fig. 4(6) were experimentally obtained, and 
typical measurements of fluctuation amplitude are shown in Fig. 5. 
The amplitudes, measured by an internal thermocouple located 12.2 
m downstream of the water inlet to the test section with the junction 
at rm = 6.73 mm, are shown in Fig. 5 over the length of the transition 
boiling zone. The amplitudes are plotted against the mean tempera
tures of the fluctuations, and the results are consistent with Fig. 4(6). 
The test conditions corresponding to Fig. 5 were water pressure = 11.5 
MPa, water mass flux = 2450 kg/m2.s, sodium mass flowrate = 0.566 
kg/s, CHF quality = 0.26, and heat flux = 1.00 MW/m2. These con
ditions are within the range of normal operation of LMFBR steam 
generators. The maximum amplitude occurring in the transition 
boiling zone was usually found to be significantly less than the max
imum potential amplitude, Y2, representing the difference between 
the tube wall temperatures under nucleate and film boiling conditions, 

( A ) I B ) 

T I M E L E N G T H 

f C ) ( D ) 

Fig. 4 Variations in transition boiling 
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Fig. 5 Fluctuation amplitudes measured in transition boiling 

272 / VOL. 101, MAY 1979 

as shown in Fig. 4(a). However, for a given potential amplitude, Y2, 
the value of Yi,max was found to vary considerably as a function of test 
parameters. Various observations are shown schematically in Fig 
4(a). 

The temperature at a given axial (and radial) point in the tube wall 
varies as a function of time. The plot shown in Fig. 4(c) is typical of 
the range of responses of an internal thermocouple during a single test. 
The maximum amplitude of the thermal fluctuations, Yi,max, is shown 
occurring when the point is well centered in the transition boiling zone. 
This maximum amplitude is generally observed over a portion of the 
length of the transition boiling zone, as shown in Figs. 4(6) and 5. 
When the transition boiling zone moves downstream (with respect 
to water flow) of the thermocouple, minimal amplitude is measured 
in the nucleate boiling zone. Similarly, minimal amplitude is recorded 
when the thermocouple is within the film boiling zone when transition 
boiling is upstream of the thermocouple. Axial movement of the 
transition boiling zone is a direct result of small changes in the system 
parameters of water pressure, fluid flowrates, or fluid inlet temper
atures to the test section. These system parameters are controlled in 
the SGTF by electronic feedback controllers which have periods 
nominally of the order of 1 min. This movement of the transition 
boiling zone results in thermal fluctuations of amplitude Y2 with a 
period of the order of 1 min. The amplitude, Y2, is shown in Figs. 4(a), 
4(c), and 4(d), and the length of movement of the zone is labeled AZ 
in Fig. 4(d). Thermal stress in the tube wall is produced by the rela
tively high frequency fluctuations with amplitude Yi that are inherent 
in transition boiling, plus the lower frequency fluctuations with larger 
amplitude Y2, which are system induced. The frequency of the system 
induced fluctuations and the length of the transition boiling zone 
movement, AZ, are peculiar to each individual experimental system 
or power plant. These parameters were varied in the SGTF by altering 
the electronic controllers. The amplitude of the system fluctuation, 
Y2, may be calculated from steady state heat transfer analysis, but 
little quantitative data are available concerning the inherent fluctu
ations in the transition boiling zone. In this investigation, the fre
quency and maximum amplitude, Yi imax, were determined for pa
rameters in the range of normal LMFBR steam generator opera
tion. 

Accurate recording of the test section sensor outputs required a 
sampling time significantly faster than the period of the system os
cillations. It was found that only the tube thermocouples were sen
sitive to the higher frequency, inherent oscillations of transition 
boiling, but the shell thermocouples did respond to the system in
duced fluctuations as observed in [7]. Thus, a computerized data ac
quisition system was employed to measure all 150 SGTF sensors used 
for data purposes. All sensors were read in a time period of 30 ms 
representing one data scan. Scans were taken at 0.5 s intervals, and 
some scans were stored on a disc file for future data reduction. Mul
tiple scans were stored for each test, and simultaneous recordings were 
made, of the voltage from the internal thermocouple located in the 
transition boiling zone, on an analog FM tape recorder with a fre
quency response in the kHz range. The response of the internal 
thermocouple in its place in the tube wall was calculated to be satis
factory up to a frequency of approximately 8 Hz. 
Thermal Fluctuation Results and Discussion 

Nominal Test. A test was conducted in the SGTF with conditions 
within the normal operating range of LMFBR sodium heated steam 
generators. The system conditions for this test, R662, are given in 
Table 1. The transition boiling zone was adjacent to a tube thermo
couple located 12.2 m downstream of the water inlet to the test section 
(close to the water exit). Water exiting the test section was saturated 
and had a quality of 0.26. The SGTF system controllers were refined 
to enable the transition boiling zone to be maintained over the ther
mocouple for a period of time long enough for the data to have sta
tistical significance. This task was accomplished while maintaining 
a minimum controller period of 30 s, well above the period of the in
herent fluctuations. Segments of temperature versus time recordings 
were obtained that were similar in form to the section marked Yi,max 

in Fig. 4(c). A segment of the measurements for Test R662 is shown 
in Fig. 6. 
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Table 1 Test R662 parameters 

Water 
Mass flux 
Pressure 
Test section inlet temperature 
Saturation temperature 
Test section exit quality 

Sodium 
Mass flowrate 
Test section inlet temperature 
Test section outlet temperature 

CHF 
Water side heat flux 
Quality 
Sodium bulk temperature 
Sodium heat transfer coefficient 

= 2480 kg/W-s 
= 12.9 MPa 
= 293°C 
= 330°C 
= 0.26 

= 0.59 kg/s 
= 438°C 
= 303°C 

= 0.81 MW/m2 

= 0.19 
= 420°C 
= 28.9 kW/m2-K 

450 

,390 

6 6 2 15 4 4 0 9 (I8E 

-MEASURED AT r 

10 15 
TIME , s 

The junction of the thermocouple that produced the signal of Fig. 
6 was accurately located within the tube wall at a radial location, rm 

= 6.73 mm. This measurement formed the basis for a calculation of 
the temperature distribution in the entire tube wall. The measured 
temperature formed one boundary condition at r = rm, and the so
dium bulk temperature and heat transfer coefficient determined from 
analysis of the shell thermocouples formed the second boundary 
condition at r = r0. (The method of [8] was employed in the sodium 
heat transfer coefficient calculation, and it was found that its mag
nitude, as given in Table 1 for Test R662, did not vary more than a 
few percent in the tests presented.) Solution of the one-dimensional, 
transient, heat conduction equation in the region rm S: r ^ v0 was 
straightforward. Extension of the solution to r = n involved solution 
of a problem of the inverse heat transfer type. Results are shown in 
Fig. 6 for the calculated temperature at r = n . This result was verified 
by using the calculated temperature at r = r; as one boundary con
dition, and the sodium bulk temperature and heat transfer coefficient 
as the other, in a standard, transient, finite difference, heat conduction 
computer code. The temperature calculated from the code at r = rm 

was in excellent agreement with the measured temperature at r = 

I'm-

Fourier series representations were made of the two temperatures 
of Fig. 6. The temperature at the tube inside diameter, r = r,-, may be 
reproduced from the following relation: 

64 
T(t, n) = A0+ Z [Ak cos (2-wkf0t) + Bk sin (2vkf0t)] 

k=i 
(1) 

Fig. 6 Test R662 thermal fluctuations 

where the coefficients Ak and Bk are given in Table 2. The measured 
thermocouple temperature, T(t, rm), may be obtained by substituting 
coefficients Ck and Dk from Table 2 for Ak and Bk, respectively, in 
equation (1). 

The power spectral density of the measured thermal fluctuations 
for Test R662 is shown in Fig. 7. The large amplitudes below ap
proximately 0.3 Hz are system induced components, while the major 
components of the inberent transition boiling fluctuations are seen 
to be bracketed by 0.3 Hz and 1.0 Hz. This frequency band was found 
to occur in all SGTF tests. The same time segment was analyzed over 
frequency ranges of 0-10 Hz and 0-20 Hz with no change in results. 
In addition, it was found that 25.6 s time segments were sufficient for 
statistical significance, and analyses of longer time segments produced 

Table 2 Test R662 Fourier series coefficients for tube temperatures. Fundamental frequency = 0.03906 D = 02 Hz 

K 
0 
1 
2 
3 
a 
5 
6 
7 
8 
9 

10 
11 
12 
13 
i n 
15 
16 
17 
18 
19 
20 
21 
22 
23 
2 u 
25 
26 
27 
28 
29 

Jo 
31 
32 

THERMOCOUf 
CK 

3 . 9 6 6 1 0 + 0 2 
- 1 . 6 6 9 8 0 + 0 0 
- 2 . 7 3 4 1 D + 0 0 
- 2 . 5 3 3 9 0 + 0 0 

2 . 1 4 2 9 D + 0 0 
1 . 1 5 2 0 0 + 0 0 
1 . 5 3 6 3 0 + 0 0 
1 , 0 2 0 a 0 - o i 

- 1 . 6 4 4 9 D - 0 1 
7 . 9 9 1 1 0 - 0 1 

- 3 . 9 6 2 7 D - 0 1 
8 . 8 2 3 2 0 - 0 1 
1 . 3 1 6 9 0 * 0 0 

- 1 . 4 17 1 0 + 0 0 
6 . 9 5 4 9 0 - 0 1 

- 4 . 9 2 6 6 0 - 0 1 
8 . I 8 7 8 D - 0 I 

- 4 . 7 4 3 0 D - 0 1 
3 . 1 8 6 6 0 - 0 1 
1 . 4 6 9 6 0 - 0 ! 

- 1 . 6 5 5 2 0 - 0 1 
5 . 8 6 3 4 0 - 0 1 
6 . 7 0 6 3 0 - 0 1 

- 5 . 8 9 9 0 0 - 0 1 
- 6 . 8 2 2 9 0 - 0 2 
- 2 . 3 4 7 9 0 - 0 1 
- 1 . 0 0 5 2 0 + 0 0 

1 . 0 J 9 5 D - 0 1 
- 4 . 9 0 1 5 0 - 0 1 

2 . 3 6 B 0 D - 0 1 
1 . 0 7 3 2 0 - 0 1 

- 2 . 7 1 6 4 D - 0 2 
- 3 . 6 2 4 4 0 - 0 1 

LE 
DK 

0 . 0 
1 . 0 1 0 3 0 + 0 0 

- 2 . 5 7 3 4 0 + 0 0 
- 1 . 3 1 0 7 D - O 1 
- 1 . 1 8 5 1 0 + 0 0 
- 1 . 3 4 7 5 0 + 0 0 
- 1 . 2 2 3 1 0 + 0 0 
- 9 . 1 9 0 0 0 - 0 1 

1 . 4 0 3 1 0 - 0 1 
- 1 . 4 7 2 6 0 + 0 0 
- 9 . 6 9 9 0 0 - 0 1 

1 . 1 163D + 00 
- 8 . 7 0 3 3 0 - 0 1 
- 1 . 3 6 4 3 0 + 0 0 
- 1 . 1 9 4 0 0 + 0 0 
- 2 . 7 9 9 & D - 0 1 

5 . 8 7 3 0 D - 0 1 
1 . 1 7 2 3 D + 0 0 

- 3 . 0 3 4 2 0 - 0 1 
3 . 5 0 6 3 0 - 0 1 
6 . 7 6 9 1 D - 0 2 

- 5 . 2 b 2 7 D - 0 1 
- 6 . 2 2 6 0 0 - 0 1 
- 5 . 7 6 7 3 0 - 0 1 
- 3 . 7 5 8 8 0 - 0 1 
- 2 . 0 2 0 5 0 - 0 1 

8 . 2 3 4 4 0 - 0 2 
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FREQUENCY,Hz 

Fig. 7 Power spectral density of measured thermal fluctuations 

10 

TIME , s 

Fig. 8 Test R662 thermal stress 

similar results. Multiple 25.6 s time segments from the test were an
alyzed as a control on reproducibility and to insure that the largest 
amplitudes, Yi,max> had been included. 

Determination of the relative severity of the thermal results pre
sented in Figs 6 and 7 is best accomplished by calculating the thermal 
stress in the tube wall. Using the temperature distribution in the 
entire tube wall, r0^.r> r,-, as a function of time, thermal stress was 
calculated by the method of [9]. The difference in the principal 
stresses is plotted as a function of time in Fig. 8. The maximum and 
minimum stresses from Fig. 8 were combined to yield alternating and 
mean stresses, and the equivalent alternating stress at zero mean 
stress was calculated by the Goodman diagram method which reduces 
to 

S EQ ALT = S„/[l - Smean/344.7] (2) 

Other methods for calculating thermal stress and equivalent alter
nating stress have been proposed [10-12], but the present method is 
adequate for establishing the relative severity of the test results and 
for providing a basis for intercomparing test results. The equivalent 
alternating stress for Test R662 was calculated to be 100 MPa which 

is quite large and makes it marginal for meeting the ASME Code re
quirement for 30 years tube lifetime. 

Pressure and Temperature Tests. Four tests were performed 
in the SGTF to determine the influence and sensitivity of water 
pressure and sodium temperature on the severity of the thermal 
fluctuations measured in Test R662. The sodium temperature is-an 
important parameter since the driving potential for thermal fluctu
ations in the transition boiling zone may be considered as the tem
perature difference between the water and sodium, TB — Tu20, 
(Equivalently, the critical heat flux could replace this temperature 
difference parameter.) Tests R190 and R297 were performed in a 
manner similar to Test R662. In all three tests, CHF occurred 12.2 m 
downstream of the water inlet to the test section, and the water 
pressure, water flowrate, and CHF quality were essentially the same 
in Tests R190 and R297 as measured in Test R662. Test R190 was 
performed with the bulk sodium temperature at CHF 22°C higher 
than Test R662, thus increasing the thermal potential, TB - TH2Q, 
from 90 to 112°C. The resulting equivalent alternating stress in
creased from 100 MPa in Test R662 to 136 MPa in Test R190, as given 
in Table 3. Decreasing TB in Test R297 to 411°C reduced the stress 
to 90 MPa. 

Tests R318 and R319 were performed with CHF quality, water 
flowrate, and sodium bulk temperature at CHF essentially the same 
as in Test R662. The water pressure was changed in each case. Re
ducing the water pressure to 11.3 MPa in Test R318 resulted in an 
increase in the thermal potential, TB ~~ Tu2o, to 108°C, and the 
equivalent alternating stress increased to 130 MPa. Comparing this 
result with Test R190 indicates that the reduction of pressure pro
duced a higher stress than can be attributed to the change in thermal 
potential alone. Increasing the water pressure in Test R319 decreased 
the thermal potential to 80°C, and the stress decreased to 70 MPa. 
Comparing this result with Test R297 again indicates a pressure effect; 
stress is inversely proportional to water pressure. Thus, the effects 
of both sodium bulk temperature and water pressure on the severity 
of thermal fluctuations in the transition boiling zone have been 
demonstrated. A more quantitative evaluation of this severity may 
be derived from thermal cycle limits for fatigue damage to the tube. 
Based upon the frequencies of the thermal fluctuations measured in 
transition boiling, equivalent alternating stress levels above 100 MPa 
are marginal for meeting the ASME Code requirement for 30 years 
tube lifetime. This result is independent of the additional stress im
posed by the system induced fluctuations. 

Conc lus ions 
1 Two types of thermal fluctuations contribute to the thermal 

stress in sodium-heated steam generator tubes in the transition boiling 
zone. The first type is attributed to system induced fluctuations which 
possess the maximum potential amplitude, Y%, and generally occur 
at relatively low frequencies. The inherent transition boiling fluctu
ations constitute the second type and occur at higher frequencies with 
amplitude Y\. 

2 The maximum amplitude, YiilmiK, occurs in the central part of 
the transition boiling zone. 

3 The ratio of amplitudes, Yi.max/^ varies as a function of test 
parameters. 

4 The frequencies of the inherent fluctuations are bounded by 
0.3 and 1.0 Hz. This frequency band is independent of test parame
ters. 

5 The amplitude of the high frequency thermal fluctuations in
creases as sodium temperature (heat flux) increases. 

Table 3 Comparison of parametric results 

Test No. 
R662 
R190 
R297 
R318 
R319 

Water 
Pressure 

MPa 
12.9 
12.9 
13.0 
11.3 
15.4 

Water 
Flowrate 
kg/m2-s 

2480 
2540 
2480 
2500 
2450 

TB 
°C 
420 
442 
411 
427 
424 

TB - TH2O 

°C XCHF 

90 .19 
112 .18 
81 .23 

108 .20 
80 .20 

S EQ ALT 
MPa 
100 
136 
90 

130 
70 
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6 The amplitude of the high frequency thermal fluctuations de

creases as water pressure increases. 

7 Thermal stresses in the tube walls of sodium-heated steam 

generators in the transition boiling zone may be significantly large 

in the normal operating range of the unit and may limit tube lifetime 

as a consequence of thermal fatigue. 
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On Predicting Boiling Burnout with 
the Mechanical Energy Stability 
Criterion1 

{The mechanical energy stability criterion has been used in the past to predict burnout 
in flow boiling and is extended here to describe pool boiling burnout. Its use replaces the 
need for a knowledge of the Helmholtz wavelengths, which is needed in the conventional 
hydrodynamic theory, with a need to know the surface area of departing bubbles. The 
hitherto unpublished data of Sun are used to predict the latter. The geometries investi
gated include the infinite horizontal flat plate, the cylinder, and the sphere.) 

Introduction 

The energy criterion for stability can be written in the form (see, 
e.g., [1]): A system is in a state of stable equilibrium if for all possible 
variations: 

AEL > 0, (1) 

where E denotes the system energy and the subscript, s, indicates that 
the change, A.E, occurs at constant entropy. 

Lienhard and Eichhorn [2] adapted this criterion in 1976 to predict 
the boiling burnout heat flux, <7max> in a liquid crossflow over a cy
lindrical heater. More recently they used it again [3] to predict the 
burnout data of Katto and others [4, 5] for liquid jets directed onto 
plane heaters. In their adaptation, they first noted that, in such con
figurations, burnout occurs when the vapor escape "wake" becomes 
unstable. The word wake in this case refers to the vapor escape path 
beyond the heater but still close to it. In the wake, the system is vir
tually isothermal at the local saturation temperature. Therefore the 
important energy interactions are mechanical and isentropic. In such 
wake systems the energy criterion for stability can be written in the 
form: 

The vapor-escape wake system in a boiling process remains stable 
as long as the net mechanical energy transfer to the system is neg
ative. 

When this criterion is violated, a generally very effective vapor 
removal system will collapse and be replaced with a far less efficient 
one. This usually will be some form of film boiling. At this point, the 
temperature will rise dramatically to accomodate the same heat flux, 
and we call the process "burnout" whether or not the heater actually 
melts. 

It is important to note that there is no contradiction between this 
burnout mechanism and the hydrodynamic theory as articulated by 
Kutateladze [6], Zuber [7], and Lienhard, Dhir, and others [8,9,10]. 
The formulation of either burnout mechanism begins with the general 
relation 

: = PghfgUg(Aj/Ah), (2) 

where pg and hfg are the vapor density and latent heat, and Aj and Aft 
are the cross-sectional area of the vapor jets and the heater area that 
they subtend. The vapor velocity, ug, is the value which is just suffi
cient to cause the system to collapse. In the hydrodynamic formula
tions, it is calculated as the value which causes a known or assumed 
vapor escape configuration to become Helmholtz unstable. 

The mechanical energy stability criterion should predict the same 
value of ug, because Helmholtz instability is still responsible for the 
jet breakdown. However, in using it we replace the assumptions re
quired to make a Helmholtz stability analysis with another set of 
assumptions that may or may not be easier to formulate. To illustrate 
how this works, consider the flow boiling vapor escape path dealt with 

1 This work was funded under N.S.F. Grant ENG 77-25029. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
August 11,1978. 

in [2]. This situation, depicted in Fig. 1, is a thin vapor sheet moving 
away from the cylinder and breaking off periodically in sausage-
shaped bubbles. The Helmholtz wavelength in the vapor sheet was 
unknown in this case, and no one has succeeded in predicting it di
rectly. However, the energy criterion made it possible to circumvent 
the need for that wavelength. 

We equate the rate at which kinetic energy of the vapor is added 
to the sheet, to the rate at which the sheet gives up its rather high 
capillary energy per unit volume when it breaks into bubbles. This 
specifies the correct value of ug and permits us to predict the peak 
heat flux using equation (2). 

The purpose of this paper is to further demonstrate the usefulness 
of the mechanical energy stability criterion by using it to replace the 
hydrodynamic descriptions of pool boiling. This exercise will have the 
added benefit of making useful commentary on certain of the as
sumptions that are involved with that body of theory. 

The Prediction of Pool Boiling Burnout 
The Infinite Horizontal Flat Plate. The infinite, upward-facing, 

horizontal, flat plate is useful geometry to begin with because it is 
reasonably simple, and because the hydrodynamic theory and ex
perimental data specify a reliable final result [9]. The peak heat flux, 
<7max, in this case is 14 percent higher than Zuber originally pre
dicted: 

QmaxF ' 1.14 — PgmhfgVga(pf - pe) 
24 

(3) 

To predict qmaxF using the mechanical energy stability criterion, 
we consider the idealized vapor escape configuration shown in Fig. 
2 and then equate the rate at which vapor kinetic energy leaves the 
surface to the rate at which surface energy is carried off by the bub
bles. We first calculate: 

no. of bubbles ^(bXd^UgPg 3b2ug 

4a3Xd 

(4) 
column-s (4/3)7r(aXd)3pf 

where X̂  is the dominant Taylor-unstable wavelength on which the 
jets are spaced, and o and b are defined as shown in Fig. 2 by: 

Rb, the radius of departing bubbles = a\d 

Rj, the radius of the vapor jet = b \d 

The remaining symbols are conventional ones, included in the No
menclature. 

The energy-rate balance is then: 

(5) 

[ir{b\d)
2ugpg] 

Sb2ug 

4aa\d. 

rate of kinetic energy rate of 

per column bubbles 

per column 

This gives: 

X [4ir(aXd)
2rr]. (6) 

capillary energy 

of a bubble 

ug = "vWa/aXdPg (7) 
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Fig. 1 Vapor removal by the action of two-dimensional jets before burnout 
occurs in flow boiling 

Fig. 2 Idealization of vapor removal from an infinite flat plate during pool 
boiling 

Using the well-known dominant Taylor wavelength (see, e g [7] or 
[8]): 

Xd = 2xV3V~a-/(p/ - Ps) (8) 

in equation (6) and substituting the result in equation (2), we obtain 
the (J max prediction: 

2.3327 
Va 

b>g 1/2hfs^ag(pg - pe)\. (9) 

We now need to specify the values of a and b. Zuber guessed that 
b = Rj/\d = 0.25 and that has received considerable approximate 
experimental support over the years. In 1962-63, Moissis and Ber-
enson [11] quoted previous work which suggested the slightly lower 
value of 6 = 0.216. 

The hydrodynamic theory does not include any information as to 
the value of a = Rb/Xd. Furthermore, the boiling literature says a great 
deal about bubble sizes in the region of isolated bubbles (as they de
part from heater surfaces), but it includes very little on bubbles 
breaking away from the vapor jets. We therefore turn to unpublished 
photographs that Sun [12] made in connection with [13]. 

Fig. 3 is a typical photograph from Sun's data books. It shows vapor 
jets leaving a cylindrical heater and breaking into bubbles. Such 
measurements could not very well be made during boiling from a 
horizontal plate, but we expect that bubbles will break away from any 
cylindrical jet in the same way, regardless of the heater configuration 
below it. 

Measurements of Rb from 78 of Sun's photographs for isopropanol, 
methanol, and acetone are shown in Fig. 4. These data are all for rel
atively large cylinders (R' > 0.2Xd). It turns out that bubble departure 
pictures for smaller wires are unclear, owing to an increasing number 
of small bubbles mixed in with the obvious larger ones. In such sit
uations, the average values of Rb would have to include all bubbles 
passing a given plane. Such information cannot be obtained from still 
photographs, so we cannot complete the present development for 
small heaters. 

The bubble radii are reported in terms of Rb' = Rb^gipf — ps)/a , 
which in turn is equal to 2-m/Sa. The fact that Rb' does not vary sig
nificantly with R' means that Rb is determined by gravity and surface 
tension without reference to the jet diameter. From Fig. 4, we get: 

Rb' =. 9.57 ± 1.49 

a = 0.879 ± 0.120 

(10) 

(11) 

Combining equation (11) and either Zuber's value of b = 0.25 or 
Berenson's value of b = 0.216 in equation (9), we obtain 

0.155 for Zuber's b 

0.116 for Berenson's b 
Qmax ' pg^hlgv^gjpj^7g). (12) 

The value of the lead constant which is consistent with the data is 
0.149. This would give b = 0.245. 

The mechanical energy stability criterion thus yields results that 
agree with the hydrodynamic theory well within the available data, 
and it shows that we can retain Zuber's assumed value of the jet radius. 
It does so by replacing an assumption as to the nature of the Helm-
holtz unstable wavelength with an empirical observation of the bubble 
departure diameter. 

-Nomencla ture-
a = Rb/Xd 
Aj = area of jet 
Ah = area of heater subtended by one jet 
b = Rj/Xd 

g = acceleration of gravity 
hfg = latent heat of vaporization 
9max, <7maxF, <7maxZ = peak pool boiling heat 

flux; subscript F denotes infinite flat plate 
value; subscript Z denotes Zubers predic
tion of (j max (bracketed term in equation 

(3)) 
Rj = radius of jet of vapor leaving surface 
Rb = radius of the departing bubble at 

burnout 
R' = RVg(p( — pg)/a , a dimensionless ra

dius 
Rb' = Rb^gipi — ps)/<r , a dimensionless 

vapor departure radius 
Ug = the velocity of vapor in a jet at 

burnout 
5 = vapor blanket thickness 

AE|S = isentropic variation of the energy of 
a system 

Xd, XH = most susceptible Taylor wavelength 
in a horizontal liquid-vapor interface, and 
the Helmholtz unstable wavelength in a 
vapor jet, respectively. 

Pf, pg "= saturated liquid and vapor densities, 
respectively 

a = surface tension of a liquid in contact with 
its vapor 
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(19)

(21)

Overage of dolo
std. deviation of dolo --~~

hydrodynamic prediction [13J ;0.89+2.27 e-:H4 .;R"'

observed values of qmol [13) and Rb(12] reduced in
accordance with eqlJ(ltion (17) -- the mechanical energy

stability criterion:

Fig. 5 Model for peak pool boiling heat flux on horizontal cylinder

2 3
dimensionless radius, R' == R -/g{ P,~P9 )fer

Sobservation

(b) Cross-sectional view of.o vapor jet.

Fig. 6 Comparison of the mechanical energy stability theory prediction of
burnout on cylinders with the hydrodynamic theory

Fig. 6 reveals that, when we predict burnout on large cylinders using
the mechanical energy stability criterion and measured values of Rb'
we get the same result as we do with the hydrodynamic theory and
an assumed value of the Helmholtz unstable wavelength. The two
results overlap within about %of a standard deviation of the data
points.

The Large Sphere. For large spheres, the ration Aj/Ah is pre
dicted by Ded and Lienhard [8, 14] and verified experimentally. The
result is

Using this result in equation (2), along with equation (14), we obtain
for large, spherical heaters

qmax I 2.68 (20)
qmaxz large sphere .vIfi/

We assume that Rb' for large spheres or for any other large heater
should be the same as it is for a large cylinder, since the situation in
the upper interface is similar. This assumption replaces one of the
assumptions of hydrodynamic theory, that the Helmholtz unstable
wavelength, AH = Ad for any large finite heater. We have seen that Rb'
is 9.57 ± 1.49 above large cylinders, so equation (20) becomes

qmaxI = 0.866 ± 0.053
qmaxz large sphere

(13)

(18)

(16)

(17)

R~ =9.57±1.49

each do to point
subtends 3 to 7
photographs

{', IsopropanOl}

\l Acetone

D Methanol

qmax . IT'>;
-- = 0.89 + 2.27 exp(-3A4v R'),
qmaxz

"
6

=
C
g- 4..,
":c-g
.c 2
~
~

"c
0
.~ 0
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The Large Horizontal Cylinder. In this case, we replace equa
tion (4) with

no. of bubbles = 7r(R + {j)2Ugpg = 3(R + {j)2Ug

column-s 4 4Rb 3
- 7rRb3p3 g

2 3 4 5 6

dimensioniess heater radius, R'= R~g(Pt 'Pgl/IT

Fig.4 Dimensionless radius, Rb I '" RbV g(p, - pg)/U , of bubbles breaking
away from a vapor jet

Rb =Jrmolot • rmlnor ,two-dimensional approximotion

= O.722cm

Fig. 3 The measurement of a bubble from one of Sun's unpublished photo
graphs. Isopropanol boiling on a 2.06 mm dla wire near qm••

~t12C>
10

"a:
III
-"a: 8

~
i5
e

Finally, we divide this result by qmaxz to nondimensionalize it in
the usual way. The result is

qmaxI 2.90
-- = -- = 0.937 ± 0.062
q mexz large cyl v1'[Ib

Equation (17) is compared with Sun's [13] prediction,

and the mechanical energy balance becomes

U 2
[7r(R + o)2ugpg ] ---L = [(47rRb2)o-] [no. of bubbles/column-s] (14)

2

Combining equations (13) and (14), we find.

Ug =vi 6<r (15)
PgRb

It was observed by Lienhard and Dhir [8, 10] that for large cylinders
Aj/Ah = 0.155. Using this result in equation (2) along with equation
(5), we obtain for the large cylinder heater

where R' = Rv'g(PI - pg)/<r , in Fig. 6.

278 / VOL. 101, MAY 1979 Transactions of the ASME

Downloaded 21 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



The hydrodynamic theory [8,13] gives the comparable value of 

'0.84 
large sphere 

(22) 

Conclusions 
1 The mechanical energy stability criterion can be used to develop 

the conventional peak pool boiling heat flux equations. The result 
includes a constant which depends upon the average departing bubble 
radius. 

2 The departing bubble radius can be established empirically on 
the basis of hitherto unpublished photographs of vapor bubbles 
leaving large horizontal cylinders near burnout. The result, Rb' = 9.57 
± 1.49, should be generally valid for a bubble leaving a cylindrical 
jet. 

3 Based on these data, qmax is predicted for infinite flat plates, 
large spheres, and large cylinders. The predictions of qmax or Rj all 
fall within five percent of the established results. This is better than 
experimental accuracy and probably reflects the uncertainty in our 
measurements of Rb-

4 Zuber's conjecture that Rj = Xd/4; and Sun, Lienhard, and 
Dhir's conjecture that \H = Ad above large bodies; are both sup
ported. 

5 The success of the mechanical energy stability criterion in the 
present rationalization of pool boiling burnout, and in the prior cases 
of flow boiling burnout, strongly suggest that it is a tool that should 
be further exploited in such fluid stability problems. 
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Nucleation Processes in Large 
Scale Vapor Explosions 
A spontaneous nucleation model is proposed for the mechanisms which lead to explosive 
boiling in the free contacting mode. The model considers that spontaneous nucleation 
cannot occur until the thermal boundary layer is sufficiently thick to support a critical 
size vapor cavity, and that significant bubble growth requires an established pressure gra
dient in the cold liquid. This results in a prediction that, for an interface temperature 
above the spontaneous nucleation limit, large cold liquid droplets will remain in film boil
ing due to coalescence of vapor nuclei, whereas smaller droplets will be captured by the 
hot liquid surface and rapidly vaporize, which agrees with the experimental observations. 
The model also predicts that explosions are eliminated by an elevated system pressure 
or a supercritical contact interface temperature, and this is also in agreement with experi
mental datar) 

1 In troduct ion 

A vapor explosion is the rapid generation of vapor at a rate which 
exceeds the ability of the surrounding environment to acoustically 
respond. Extensive experimental investigations have resulted in the 
formulation of a list of necessary but not sufficient conditions for these 
explosions. These are (1) two liquids, one hot and one cold, must be 
present; (2) the liquids must come into intimate contact; and (3) the 
hot liquid temperature must be greater than some minimum value. 
These investigations have led to the formulation of several parametric 
models [1, 2, 3] which basically assume that fine fragmentation and 
intimate mixing of the hot and cold liquids has already occurred. 
Other mechanistic approaches have been formulated based on vapor 
bubble collapse [4, 5, 6] and shock wave induced fragmentation [7] 
for achieving the intimate mixing. One unique difference between the 
observed explosive interactions and these models is the definite 
temperature threshold observed experimentally, below which no vi
olent explosive interactions occur, whereas the above models do not 
predict such behavior. A proposed explanation for this threshold [8] 
is that spontaneous nucleation of the cold liquid, upon contact with 
the hot liquid, is a necessary condition for the occurrence of a large-
scale vapor explosion. (A large-scale vapor explosion is one in which 
the energy is transferred on a time scale comparable to, or less than, 
the acoustic relief time of the liquid-liquid system. This can be con
trasted with small scale, or superheat explosions in which the energy 
is stored within the cold liquid on a time scale that is long compared 
to the acoustic relief, i.e., classical liquid superheat measurements 
[9-12].) Assuming the applicability of the parabolic heat conduction 
equation, semi-infinite liquid masses on the time scale of interest, and 
constant thermal properties in both liquids, the time independent 
contact interface temperature is given by [13] 

TH + v kcpcCc/k-HPHCH Tc 

1 + ^kcpcCc/kHPnCH 
(1) 

Detailed calculations [14, 15] with the hyperbolic heat conduction 
equation have demonstrated that the parabolic equation is valid for 
time scales longer than 10~12 s, which is much less than the time in
tervals of interest in this study. 

2 Spontaneous Nucleation 
Spontaneous nucleation is a mechanism by which critical size vapor 

embryos or cavities are formed as a result of density fluctuations in
dependent of any pre-existing liquid-vapor or liquid-gas interfaces. 
As discussed in [16], this nucleation may either be heterogeneous 
(vapor embryo is formed as a lense at the poorly wetted liquid-liquid 
interface) or homogeneous for well-wetted liquid pairs (site is formed 
completely within the cold liquid), but for simplicity, well-wetted 
systems will be considered in this paper. The homogeneous nucleation 
frequency is given by the classic equation for nucleation [9] 

J = A(T)e-Wk^ (2) 

Contributed by the Heat Transfer Division for publication in the JOURNAL 
OP HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
January 26,1978. 

The pre-exponential factor A(T), which is approximately 1033 if the 
volumetric site density is given in sites/cm3 s [17], includes the detailed 
effects of molecular vaporization and condensation, but this term can 
be in error by several orders of magnitude and have little effect on the 
temperatures calculated for spontaneous nucleation. Equation (2) 
exhibits a strong temperature dependence as illustrated in Table 1 
for homogeneous nucleation of Freon-22; i.e., the frequency of nu
cleation increases many orders of magnitude within a narrow, tem
perature band. From the results given in Table 1, it is apparent that 
order of magnitude errors in the preexponential term, A(T), do not 
significantly change the temperature level at which homogeneous 
nucleation becomes important. Small-scale, definitive experiments 
have verified the temperature threshold predicted by equation (2) 
for a wide variety of liquids at several different pressure levels [9-12]. 
In such systems, the cold liquid is basically in thermal equilibrium 
with its surroundings, and can thus, be best classified as isothermal. 
For large-scale vapor explosive systems in which the two liquids are 
at greatly different temperatures, intimate contact causes the cold 
liquid surface temperature to rise rapidly [14,15]. For these transient 
conditions, nucleation cannot proceed until a sufficiently thick 
thermal boundary layer has been developed to support vapor em-
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T a b l e 1 H o m o g e n e o u s n u c l e a t i o n for Freon-22 at 1 
a tm 

80 

Tem
pera
ture 
°C 

50 
52 
54 
56 
58 
60 
65 
70 
80 
90 

Vapor 
Pressure 

MPa 

1.94 
2.03 
2.12 
2.23 
2.32 
2.43 
2.70 
3.00 
3.66 
4.44 

Surface 
Tension 

N/m X 103 

4.71 
4.46 
4.22 
3.97 
3.73 
3.49 
2.91 
2.35 
1.30 
0.39 

Critical 
Cavity 
Radius 

A 
49 
44 
40 
36 
32 
29 
22 
16 
7.3 
1.8 

Nucleation 
Rate 
sites/ 

(cm3 • s) 

3.9 X 10"18 

2.0 X 10-6 
2.4 X 103 

7.2 X 1010 

1.6 X 1016 

3.7 X 1020 

2.1 X 1027 

4.3 X 1030 

5.6 X 1032 

1.0 X 1033 

Waiting 
Time 

per cm3 

8 X 109 yrs 
5.8 days 
4 0 0 MS 
1 0 ~ u s 
6 X 10 - 1 7 s 
3 X 10-21 s 
5 X 20-2 8 s 
2 X 20~31 s 
2 X 20-3 3 s 
10"33 s 

bryos of the critical size. This is equivalent to the criterion proposed 
by Hsu [18] for preferred site nucleation in standard nucleate boil
ing. 

3 Thermal Boundary Layer Model 
The model proposed here is specifically concerned with the free 

contacting mode in which one liquid is merely poured into the other 
liquid, and this contact mode will be investigated by considering the 
behavior of an arbitrary mass of cold liquid as it contacts a hot liquid 
surface. As will be discussed later, modest impact velocities (~l-2 
m/s) may be important, but for these phenomenological arguments, 
such impact velocities will be neglected initially. 

The instantaneous increase in the interface temperature resulting 
from contact is accompanied by a pressurization due to the local ex
pansion of the liquid. This single-phase pressurization is sustained 
by the growth of the thermal boundary layer, which grows as the 
square root of time, and it is relieved by an acoustic wave, which 
travels at a uniform speed. As the acoustic wave moves away from the 
interface, the pressure resulting from single-phase heating will decay, 
and for Freon-22, after approximately 10~7 s, the pressure will ap
proach the ambient value. During this interval, the spontaneous nu
cleation can be suppressed since the local pressure can be quite high, 
but the thermal boundary layer will grow as dictated by the error 
function solution, and as illustrated in Fig. 1 for Freon-22 with a 
contact interface temperature of 60°C. The limit of mechanical sta
bility, or critical size, for a vapor embryo is also shown in Fig. 1 for Pg 
= 0.1 MPa and Pv the corresponding saturation value. After the decay 
of the single-phase pressurization, if the thermal layer has not become 
sufficiently thick to support a critical size vapor bubble, embryos will 
collapse before they reach the critical size, and the thermal layer will 
continue to develop. 

As shown in Fig. 1, once the thermal boundary layer is sufficiently 
developed, the frequency of formation for critical size cavities is given 
by the product of the frequency per unit volume, which is a function 
of the local temperature, and the volume of fluid, V, having a tem
perature equal to or greater than that value. The cold liquid has a 
nucleation waiting time given by tw = [1/(J-V)j. 

FREON-22 
T: = 60 °C 

,,1 = 10 sec 

4o-

0 100 200 300 400 500 600 700 800 

DISTANCE FROM INTERFACE, A 

Fig. 1. Thermal boundary layer development and mechanical stability cri
terion 

When the first critical embryo is formed, the bubble will attempt 
to grow from this radius to its next stable radius indicated by the in
tersection of the mechanical stability line and the thermal boundary 
layer (point B on Fig. 1). This growth, which is initiated from high 
superheats, low liquid pressures, and small dimensions, is a very 
complex process involving rapid acoustic growth into comparatively 
cold regions of the thermal boundary layer, condensation on the 
portion of the vapor space which penetrates the thermal boundary 
layer and continued heat addition at the interface. As an approxi
mation to this complex behavior, it is assumed that the growth is 
inertially dominated and that the pressure profile required for such 
growth is developed in one acoustic transmission time from the con
tact interface, through the cold liquid droplet to the free surface on 
the opposite side, and back to the interface. It is assumed that inertial 
growth can proceed after this time interval (ta = 2£/c), where £ is the 
distance from the interface to the free surface on the opposite side of 
the liquid mass. During this acoustic relief time, the thermal boundary 
layer continues to develop. 

The time to nucleation and growth is then the sum of these relief 
times and the waiting time for a critical size cavity to appear. 

10" 
2£ 

J-V 
(3) 

After the time delay given in equation (3), the vapor embryo is as
sumed to grow. The growth time from inception size to the limit of 
mechanical stability, point B in Fig. 1, can be calculated from the 
inertial growth equation, and this represents the minimum lifetime 
of the bubble under these conditions. 

Ar 

V 2/3 
AP 

Pt 

(4) 

AP is the average driving pressure between the minimum and maxi
mum stable limits for the vapor bubble. With this time interval, the 
number of bubbles that can coexist during the minimum lifetime of 

C = specific heat 
c = speed of sound 
D = droplet diameter 
Db = critical size cavity = 4<r/(P„ 
DB = maximum stable diameter 
hfg = latent heat of vaporization 
J = volumetric nucleation rate 
Ja = Jakob number peCe(Te 

(fivhfg) 
k = thermal conductivity 
k\ = Boltzmann's constant 
£ = characteristic length 

-Pi) 

- T s a t)/ 

N = number of nucleation sites 
P = pressure 
r = radius 
T = temperature 
t = time 
V = volume 
W = work to form a critical size cavity = 

16TT<73/(3(P„ - Pe)
2) 

a = thermal diffusivity 
p = density 
a = surface tension 

Subscripts 
a = acoustic 
C = cold 
c = capture 
g = growth 
H = hot 
i = interface 
£ = liquid •* 
0 = initial 
sat = saturation 
t = transition from inertial to thermal 
v = vapor 
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one bubble can be estimated and this is equal to the product of 
J-V-ts. 

The number density of bubbles calculated by this product is ap
plicable as long as the bubbles do not become so numerous as to 
pressurize the liquid phase by their very presence. When the interface 
temperature upon contact considerably exceeds the minimum 
spontaneous nucleation value, the nucleation rate is so large that the 
formation of additional nuclei will pressurize the liquid which de
creases the nucleation rate and slows down the bubble growth. A 
maximum site density can be estimated from the compressibility of 
the liquid phase, which is related to the sonic velocity by e2 = (AP/Ap). 
Compression of the liquid volume, which is assumed to exist over a 
depth of one critical size bubble diameter, is equal to the increase in 
the vapor volume which can be specified by 

, r NirD* NDS 

V „ - - (5) 

Therefore the increase in density of the liquid phase, per unit surface 
area of contact, can be related to the number and size of the incipient 
critical embryos by 

Ap* 
P£ M ) 3 

' D' 2 

P£ND2 

(6) 

Consequently the pressure increase within the liquid can also be re
lated to these two parameters and sonic velocity of the liquid phase 
itself. 

AP = 1/2 NpeD
2c2 (7) 

It is assumed that an overpressure of bars is sufficient to suppress 
further nucleation sites within the remainder of the liquid Freon-22. 
(The analysis is rather insensitive to this assumption, i.e., a value of 
2 bars or 15 bars could have been chosen without dramatically altering 
the results.) A characteristic diameter of 50 A is assumed for the vapor 
bubbles and with these two parameters the number of nucleation sites 
per sq cm of contact area which suppresses further sites is 109. If the 
number of sites that can be formed within the growth time of one 
bubble is considerably less than this value, no significant pressuri-
zation will occur within the liquid. From a practical standpoint, when 
the interface temperature upon contact is significantly greater than 
the minimum spontaneous nucleation temperature, the nucleation 
site density is determined by this compressible limitation. 

4 Drop Stability 
In this study the characteristic length is assumed to be the droplet 

diameter and with the equations outlined above (see Appendix) one 
can assess the stability of a cold drop impacting upon a hot surface. 
Upon contact, the interface temperature is established and the 
thermal boundary layer develops during the relief times and waiting 
interval discussed above. As illustrated in Fig, 1, this establishes not 
only the inception criteria for the vapor bubble but also the maximum 
stable diameter to which it could grow/If this number of coexisting 
vapor cavities results in physical interference at the maximum stable 
bubble diameter (point B in Fig. 1), it is assumed that the interface 
between the two liquids will be vapor blanketed and the energy 
transfer is terminated. This interference site density can be evaluated 
from the maximum stable diameter at point B by N = (1/DB

2), where 
N cannot be greater than 109 sites per sq cm. If physical interference 
does not occur, the high pressure vapor will rapidly grow into a con
densing zone and the droplet will be captured on the surface. These 
two different results are illustrated in Fig. 2. A prediction for this 
capture behavior is shown in Fig. 3 for Freon-22. This illustrates the 
result that, for a given temperature, droplets larger than a critical size 
will remain in film boiling despite initial, intimate, liquid/liquid 
contact, whereas those smaller than this value will wet and be cap
tured by the surface. 

This stability limit characterizes the size of cold liquid droplets 
which are capable of initiating explosive vapor formation. It is clear 
from the sizes shown in Fig. 3 that one drop captured on the surface 
does not result in sufficient vapor to represent either the explosion 

itself or even the initiator. However, as the cold liquid is broken down 
and fragmented in the film boiling mode, significant fractions of the 
liquid mass can attain sizes characterized by the stability criterion 
given in Fig. 3, which only represents order of magnitude arguments 
and analyses, and these fractions of the liquid mass can then initiate 
an explosive event. Consequently, the stability prediction shown in 
Fig. 3 represents only the initiating condition for a large-scale vapor 
explosion in the free contacting mode. 

It is noteworthy that a similar stability prediction can be obtained 
if impact velocities of 1 or 2 m/s are assumed. The impact pressure 
resulting from a 1 m/s impact of Freon-22 is approximately 1.0 MPa. 
This pressure would last for one acoustic relief time and would inhibit 
nucleation. After the acoustic relief, bubbles could occur according 
to the extent of the thermal boundary layer as discussed above. 
Consequently, such assumptions also lead to the conclusion that 
capture and rapid vaporization are dependent upon the diameter of 
the cold liquid droplets. The experiments, which are discussed later, 
typically had such impact velocities, but experiments in which the 
cold liquid was initially floating on the surface in film boiling, i.e., no 
impact velocity, also demonstrated capture at essentially the same 
droplet diameter. Therefore, such impact velocities do not appear to 
be a requirement for capture, but it is notable that such assumptions 
would yield a similar prediction. 

5 High Interface Temperatures 
As illustrated in Table 1 for the homogeneous nucleation of 

Freon-22, when the contact temperature approaches the thermody
namic critical point (96°C), the nucleation rates become unrealistic. 
At these conditions, the calculated critical size cavities are smaller 
than one molecule. Consequently, it is unreasonable to assume that 

11) n i / /111 if-
CONTACT AND 
ACOUSTIC RELIEF 

-yfrfTfiffivr 
NUCLEATION AND 
ACOUSTIC RELIEF 

(A) FILM BOILING 

wmm 
VAPOR BLANKET 

II1111/III/III 
CONTACT AND 

ACOUSTIC RELIEF 

-rfrfrffrfrfh-
NUCLEATION AND 
ACOUSTIC RELIEF 
(B) CAPTURE 

CONDENSATION 

m JTTTT, 
CAPTURE AND 
ENERGY TRANSFER 

Fig. 2. Droplet film boiling and capture behavior 

FILM BOILING 

^STABILITY 

D,(o.l MPQ) 

40 50 60 70 80 90 100 110 
INTERFACE TEMPERATURE, °C 

Fig. 3. Predicted droplet capture and bubble transition diameters as a 
function of interface temperature 
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continuum theory still applies in this thermodynamic range. It is 
uncertain what the nucleation behavior would be at these tempera
tures, but as a first approximation, it is assumed.that a minimum of 
40 molecules are required to produce a vapor cavity. (This number 
is arbitrary, but it makes little difference if it is varied by a factor of 
three or four.) Therefore, at very high interface temperatures, nu
cleation is assumed not to begin until the thermal layer is sufficiently 
developed to support a vapor cavity containing 40 molecules.1 If the 
interface temperature is sufficiently high so that the thermal 
boundary layer can support such a nucleus at the critical pressure 
within the acoustic relief intervals, mutual pressurization is no longer 
applicable. Under such conditions, film boiling is inevitable. These 
interface temperatures can be estimated from 

Ti ~ T<** = Db' /8) 
Ti - T0 V 8 ^ 

where ZV is the vapor cavity diameter containing 40 molecules at the 
critical pressure. 

6 E x p e r i m e n t a l Ver i f i ca t ion 
Small Drop Experiments. An experiment was conducted to 

determine the viability of the predicted drop stability criterion. In 
this experiment, Fig. 4, small Freon-12 drops of varying diameters 
were impinged upon a mineral oil surface and high speed movies 
(5,000 pps) were taken of the resulting interactions. Since these ex
periments were conducted in air, Freon-12 was used because it is less 
hygroscopic than Freon-22. The drops were generated from a me
chanically oscillated hypodermic needle and fell through a heated 
collimator tube onto the target area on the mineral oil surface. The 
collimator tube temperature was sufficiently hot so that the drops 
were in film boiling during their transit through the tube which also 
insured that the drops were saturated at atmospheric pressure when 
they impinged upon the mineral oil surface. A small wire ring was 
utilized to raise the oil surface, which formed a concave region of the 
target area that kept the drops centrally located within the focal plane 
of the camera. 

For interface temperatures less than the homogeneous nucleation 
value, all sized drops wet the surface and proceeded to vaporize in thin 
film vaporization or by entrapment and incoherent nucleation after 
significantly long heating times (small-scale explosive interactions). 
For interface temperatures considerably greater than the homoge
neous nucleation value large sized drops penetrated the surface and 
developed their own protective vapor envelopes, which was clearly 
evident when they returned to the surface as drops floating in their 
own protective vapor pockets. When these large drops either frag
mented or vaporized to a small enough size, they would become cap
tured on the surface and vaporize completely within 1 to 2 ms. Com
plete vaporization is evidenced by the fact that the volume of the 
bubble cloud left on the surface after this violent boiling essentially 
corresponds to complete vaporization of the initial droplet. Based on 
the projected area of the droplet such vaporization corresponds to a 
heat flux of approximately 8000 w/cm2 as compared to a critical heat 
flux for Freon-12 at one atmosphere of 23 w/cm2 [19]. Consequently, 
such heat fluxes are far beyond those previously observed in standard 
nucleate boiling. While this vaporization rate is still comparatively 
long for explosive interactions, it should be noted that this type of 
experiment inherently produces drops at the limit of stability, and 
these have the largest diameters and the longest time constants for 
energy transfer of all capturable sizes at that temperature. 

Three different behaviors were observed when the drops contacted 
the oil surface. Some drops penetrated the surface and returned to 
the surface surrounded by a vapor film while others wetted upon 
contact and vaporized immediately. Other droplets, with diameters 
close to the stability prediction, would bounce on the oil surface and 
then finally wet. A summation of all these small drop experimental 

1 This is one area of spontaneous nucleation that has been of little interest in 
isothermal experiments because, as shown in Table 1, any experiments with 
slow heating rates in the order of 10e "C/s or less would be unable to achieve 
these high temperatures. In fact, from the practical standpoint, they can only 
be achieved by instantaneous contact. 

results and the analytical predictions are shown in Fig. 5 and the ex
perimental results are in excellent agreement with the stability pre
dictions arising from spontaneous nucleation and thermal boundary 
layer considerations. 

The capture size is strongly influenced by the interface temperature 
which principally reflects the dominant role of the spontaneous nu-

Fig. 4. Drop interaction apparatus 
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cleation process. For interface temperatures less than the spontaneous 
nucleation limit, all drop sizes are captured which means that no 
significant prefragmentation of the cold liquid occurs and the inter-
facial area per unit mass is minimal at the initiation of direct liquid-
liquid energy transfer. This results in a system that does not produce 
an explosive configuration for large-scale events. (These data are 
presented later.) However, when the interface temperature is greater 
than the spontaneous nucleation value (homogeneous nucleation for 
Freon-12 and mineral oil), significant prefragmentation of the cold 
liquid occurs before capture, and as will be discussed later, this also 
provides a propagation mechanism in large-scale events. 

The predicted variation of capture diameter as a function of in
terface temperature is in agreement with the additional experimental 
observation that systems with interface temperatures barely into the 
explosive range have experienced interactions upon contact, while 
at higher temperatures, a sustained period of film boiling is observed 
[6, 20]. 

Large-Scale Experiments. Many large-scale experiments are 
reported in the literature with a wide variety of liquids and contact 
modes [6, 20-35]. In this paper, we are specifically concerned with 
large-scale explosions in the free contacting mode with no significant 
potential for chemical interaction between the two liquids, and for 
simplicity as well as a demonstration of the relevant physical princi
ples, a well-wetted system is considered. 

Henry, et al. [28, 29] have reported large-scale vapor explosion 
experiments with Freon-22 and mineral oil in which both liquid 
temperatures were systematically varied in order to study the rele
vance of the interface temperature criterion. These results are shown 
in Fig. 6 in terms of explosive and nonexplosive events as compared 
to the interface temperature prediction for a temperature of 60°C.2 

As shown, the interface temperature is a valid characterization of the 
explosive region. It should be noted that when highly subcooled liquid 
is used, only the initial temperatures of the liquids are known. When 
delay times of 1 s or longer are encountered before an explosive in
teraction is initiated, the temperature of the Freon could have in
creased considerably. This accounts for the scatter in the immediate 
vicinity of the prediction. 

Other large-scale experiments with saturated Freon-22 and mineral 
oil have illustrated the dependence between the maximum explosive 
pressure (with rise times to this pressure less than 1 ms) and the de
gree to which the interface temperature exceeds homogeneous nu
cleation. These experimental results are illustrated in Fig. 7 for con
tacting modes of Freon poured into oil and oil poured into Freon. 
When the interface temperature is 60°C, weak explosive interactions 
are initiated, but they become progressively stronger as the interface 
temperature is increased. This is in agreement with the thermal 
boundary layer model since a higher interface temperature yields a 
more extensive prefragmentation and consequently a more energetic 
explosion. Anderson and Armstrong [6] have also shown that stronger 
explosions can be correlated with a longer delay time, and a more 
extensive prefragmentation of the system would also mean a longer 
delay time. Therefore, these experimental.observations are all con
sistent with the thermal boundary layer model. 

The existing data for very high temperature oil systems is limited 
and this particular aspect of both the proposed model and the ex
perimental observations should be examined in detail. The proposed 
model predicts that aluminum-water and nitrogen-water systems are 
not explosive in a free contacting mode since the contact temperatures 
are far above the critical temperature. As observed by Long [21] and 
Hess and Brondyke [24], the aluminum-water system requires the 
presence of a wetted solid wall for explosions to occur. Hence, the 
system is no longer in a free contacting mode when explosions begin, 
but while the fluids were in a free configuration, no explosions were 
observed. Aluminum-water shock tube results [25, 33] have also 
produced explosive events, but again this is not the mode of contact 
considered herein. Water-liquid nitrogen systems have been observed 
to be nonexplosive in a free contacting mode but can explode in a 

2 At this temperature the nucleation rate becomes significant on the time scale 
of interest in the thermal boundary layer. 
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shock tube test [34], and the same behavior has been observed with 
liquid ethane and water [27]. For the experiments described above, 
which were performed in air, the mineral oil temperature was suffi
ciently high to allow oxidation (~200°C). Such oxidation changes the 
thermophysical properties of the oil and renders inaccurate an in
terface temperature calculation based on pure liquid properties. These 
high temperature tests have been recently repeated [31] in an argon 
environment to eliminate oxidation, and the results, which are illus
trated in Fig. 8, demonstrate the elimination of explosive interactions 
when the interface temperature exceeds the thermodynamic critical 
point (96°C) as predicted by the model. 

This oxidation behavior may be an important consideration in 
liquid metal-water explosions. Since oxides generally have thermal 
conductivities that are one to two orders of magnitude less than the 
pure metal, any significant oxidation of the system, either during the 
heatup period or upon contact, will change the interface temperature 
and perhaps the explosive nature of the system. This was observed 
by Zyszkowski [35] for molten copper dropped into water. When the 
copper was heated in air, violent explosions occurred. However, when 
the copper was heated in an argon atmosphere, no explosive inter
actions were observed. This change in the interaction behavior may 
be due to a lower interface temperature because of the oxide proper
ties or it may be due to the gas solubility arguments presented by 
Epstein [36]. In either case, the presence of oxygen changes the basic 
behavior of the system as has been experimentally observed by 
Dahlgren, et al. [37] for oxide mixtures. 
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7 Elevated Ambient Pressures 
To have a vapor explosion, vapor must be formed from the liquid 

phase and grow at a pressure higher than the ambient. The details of 
bubble growth characteristics found in [38], show that there are many 
effects which must be considered in the integrated growth behavior. 
However, from a first order point of view, there are two basic regimes 
of interest. These are the inertially and thermally dominated growth 
regimes. In inertially dominated systems, the pressure inside the vapor 
space is higher than that of the surrounding liquid and the tempera
ture within the bubble is essentially equal to that of the surrounding 
liquid. The growth under these circumstances is limited by the rate 
at which the surrounding liquid can be pushed out of the way and the 
bubble radius versus time can be calculated from Rayleigh's equa
tion 

V 3 Pe 

-Pt. (9) 

In a thermally dominated system, the pressure inside the vapor space 
is essentially the same as the surrounding liquid and the temperature 
within the bubble is considerably different than the temperature far 
removed from the vapor-liquid interface. Under these conditions, the 
growth is determined by the rate at which thermal energy can be 
conducted from the liquid to the interface, and the bubble radius verse 
time is approximated by [19] 

•• 2 J a ^ (10) 

Since the controlling behavior is the one with the slowest growth, the 
initial growth is inertially limited and the latter portions are thermally 
dominated. The approximate radius where inertial to thermal growth 
transition occurs is obtained from equations (9) and (10) and is given 
by 

4 Jaza£ 

V: 2P» 

3 

•Pe 
(11) 

pe 
Therefore, if a vapor explosion is to occur, it must take place under 

the conditions where the inertially dominated growth can exist to a 
significant radius. The proposed model predicts the droplet size of 
cold liquid which can be captured by the hot liquid and thus initiate 
an explosion. When the interface temperature upon contact is above 
the homogeneous nucleation temperature but below the critical 
temperature, the capture diameter for Freon-22 is an order of mag
nitude 100 M as shown in Fig. 3 and this is almost invariant with 
pressure. The transition diameter for a system pressure of 0.1 MPa 
is shown in Fig. 3 as is the corresponding diameter for a system pres
sure of 0.2 MPa. The transition dimension is essentially the same as 
the capture diameter for system pressure of 0.1 MPa, but for a pres-
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Fig. 9. Boiling fragmentation mechanism 

sure of 0.2 MPa it is an order of magnitude less than the capture size. 
Consequently, at atmospheric pressure the inertially dominated 
growth is capable of growing through the entire drop dimension with 
a vapor pressure higher than the surrounding liquid pressure. As il
lustrated in Fig. 9, as a high pressure vapor source inside of a liquid 
droplet approaches the opposite surface, the droplet will burst open 
producing a fine liquid spray and releasing the stored high pressure 
vapor which is an incipient Shockwave to start the interaction. How
ever, the most important aspect is the highly fragmented liquid spray 
which would be produced as the droplet is ruptured. It is this very fine 
liquid spray, which is much smaller than the parent droplet and 
therefore certainly less than the capturable size, which can provide 
the highly fragmented cold liquid material necessary for sustained 
propagation. Since the dimensions of this liquid spray may be order 
of magnitude 1 to 10 /i, nucleations within these small liquid droplets, 
as they contact additional hot liquid surface, are capable of experi
encing inertially dominated growth through their entire dimensions 
at liquid pressures considerably greater than 0.1 MPa. This process 
of nucleation, inertial growth, and liquid fragmentation from within 
is the proposed mechanism by which the explosion escalates and 
propagates throughout the mixture. The time required for this inertial 
growth, can be estimated from 

6 J a z 
ae pe (12) 

Pu-Pe 
and is five MS for Freon-22 at an interface temperature of 60° C and 
a system pressure of 0.1 MPa. Consequently, this mechanism can 
occur on a time scale which is two orders of magnitude shorter than 
the overall pressure rise, and thus, this internal fragmentation 
mechanism can be extremely effective in providing propagation for 
the explosive event. 

The above behavior can be contrasted to a system in which the 
growth becomes thermally limited well inside the liquid droplet di
mension; i.e., there is no high pressure source to rupture the sur
rounding liquid and no release qf. high pressure vapor as an incipient 
Shockwave. Without the fragmentation and propagation mechanism, 
any initiating event is essentially incapable of escalating and propa
gating throughout the remainder of the system. This also emphasizes 
the importance of prefragmentation; i.e., if large drops are captured, 
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the propagat ion mechanism can be eliminated. Therefore, the droplet 

c a p t u r e , bubb le growth a r g u m e n t s p red ic t t h a t t h e r e should be a 

significant difference be tween t h e behavior observed a t a sys tem 

pressure of 0.1 M P a and 0.22 M P a when Freon-22 is t h e cold liq

uid. 

Large-scale expe r imen t s have been r epor t ed with F reon-22 and 

mine ra l oil [31] for different a m b i e n t p ressures a n d t h e resul t s a re 

shown in Fig. 10. For a sys tem pressure of 0.1 M P a , explosions were 

observed when t h e con tac t in terface t e m p e r a t u r e was grea ter t h a n 

t h e homogeneous nucleat ion value b u t less t h a n t h e t h e r m o d y n a m i c 

cri t ical t e m p e r a t u r e . However , when the sys tem pressu re was in

creased to 0.22 M P a and 0.8 M P a , no explosive in te rac t ions were 

observed. T h i s is in excel lent ag reemen t wi th the predic t ion o f t h e 

t h e r m a l b o u n d a r y layer model . 

Similar ca lcula t ions for wa te r show t h a t explosive in te rac t ions 

should be t e r m i n a t e d a t app rox ima te ly 0.9 M P a . R e c e n t water ex

per iments [39] a t various pressure levels have demons t ra ted explosive 

events for sys tem pressures less t h a n or equa l to 0.5 M P a , b u t no ex

plosions were observed a t a p ressure of 0.75 M P a . 

9 Conclusions 
A model , based on spon t aneous nuclea t ion , has been proposed to 

descr ibe t h e incep t ion and p ropaga t ion m e c h a n i s m s for vapor ex

plosions in t h e free con tac t ing mode . T h e proposed mode l p red ic t s 

t h a t the cap tu re and resu l tan t rapid vaporizat ion is d e p e n d e n t upon 

the con tac t interface t e m p e r a t u r e and u p o n the d rop le t size. 

T h i s m e c h a n i s m proposes t h a t s p o n t a n e o u s nuclea t ion and the 

r e s u l t a n t vapor growth is t h e m e c h a n i s m for describing: (1) film 

boiling in a l iquid / l iquid sys tem after i n t i m a t e contac t , (2) the l imit 

of stabil i ty a t a given t empera tu re , (3) t h e spon taneous trigger for an 

explosive in te rac t ion , and (4) t h e p ropaga t ion of t h e in i t ia t ing event 

in these sys tems . T h e model fo rmula ted in these cons idera t ions 

provides a good r ep resen ta t ion of t h e explosive charac te r for well-

we t t ed l iquid- l iquid sys tems including t h e onset of explosive events 

and the sensi t ivi ty of such events to the a m b i e n t p ressure . 
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APPENDIX 
The proposed model generally involves a graphical solution. 

However, when the site density is limited by the maximum value of 
109 sites/cm3 s, the solution can be achieved straightforwardly. The 
interference diameter for this site density is 

DB = — = = 3.2 X 10-5 cm (Al) 
VN 

A critical size bubble (Freon-22) at this dimension would have an 
internal pressure of 

4<r 
P„ = — + Pe = 0.29 MPa (A2) 

where a ~ 0.015 N/m. The saturation temperature at this pressure 
is TB = —15.6°C and using a linear approximation for the error 
function, 

li^E!L = -°2=, (A3) 
T{ - T s a t 2 v ^ t 

one can calculate the time required to develop, a sufficiently thick 
thermal boundary to establish film boiling. For example, with an in
terface temperature of 80°C and saturated Freon-22 at 0.1 MPa, the 
time required is 6.1 X 10 - 7 s, which corresponds to an acoustic 
transmission time of 5.1 X 10~7 s. With a liquid sonic velocity of 763 
m/s, the diameter of a drop at the stability limit would be 195 ,um. 
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On the Mechanism of Liquid Drop 
Deposition in Two-Phase Dispersed 
Flow 
(The deposition motion of liquid drops (the migration of drops toward the wall) in dis
persed flow heat transfer is analyzed. Equations of drop motion penetrating the laminar 
sublayer are derived taking into account inertia forces arising from change in the velocity 
of drop, drag forces, buoyancy forces, gravity forces, lift forces (forces due to rotation of 
the drop inside laminar sublayer caused by high vapor velocity gradient) and reaction 
forces due to asymmetrical drop evaporation inside laminar sublayer. A new expression 
for the reaction force is derived. The application of the developed drop deposition model 
is illustrated by calculating several quantities of practical interest for analysis of heat and 
mass transfer in dispersed systems. Also, the model has been applied to explain the be
havior of the dispersed flow boiling heat transfer data") 

Introduction 

The behavior of liquid drops suspended in a fluid stream, drop or 
dispersed flow, is of interest in a wide range of areas of technical im
portance. A knowledge of the trajectories of drops is important in the 
design of a number of industrial applications such as evaporators, 
nuclear reactors, spray coolers, and combustion devices involving 
sprays of liquid fuels. The theoretical approach in analyzing drop 
motion is generally similar to that of analyzing bubble motion. 
Equations of the motion of bubbles (bubbly flow) are analogous to 
drop motion. In spite of that, there are qualitative differences between 
the behavior of drops and bubbles. Those differences are most no
ticeable when the density difference between the components is high, 
as in gas-liquid systems at low pressure. In bubbly flow most of the 
inertia is in the continuous phase and as a result the drag forces on 
bubbles are large compared with their momentum. Bubbles therefore 
follow the motion of the surrounding fluid very closely in forced 
convection flow. Drops, however, take far longer to adjust to the 
motions of the surrounding gas. Also, in the dispersed flow heat 
transfer some additional specific forces are associated with the drop 
motion. 

The most important phenomenon in the dispersed flow is the de
position motion of drops. By deposition motion, we mean the migra
tion of drops toward the wall. Up to now, a theoretical analysis of drop 
deposition from the gas stream on the hot wall has not been reported. 
Also, no experimental data exist for the trajectories of drop inside the 
thermal boundary layer of the gas stream. 

In recent years there have been several investigations related to the 
problem of particle migration in a shear field. When a particle enters 
a shear flow it moves across fluid streamlines as a consequence of fluid 
dynamic forces. This kind of a particle motion can also be a conse-
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quence of the temperature gradient in the fluid stream, as we will show 
in this study. The forces on a particle in the fluid stream analyzed in 
most of the studies [1] are inertia, drag, gravity, buoyancy and lift 
forces. Deposition of water drops in adiabatic turbulent downward 
air flow has been studied by Kondic [2]. The theoretical analysis of 
the rigid particle motion within the laminar sublayer has been made 
by Rouhiainen and Stachiewicz [3]. The characteristics of the motion 
of a drop in a two-phase boundary layer on a flat plate have been re
ported by Deich and Ignat'evskaya [4]. Denson, et al. [5] analyzed the 
motion of a single rigid sphere entrained in a glycerine-water solution 
flowing downward through a cylindrical tube. The comparison of the 
theoretical and experimental values for the deposition velocities of 
liquid drops and solid particles in dispersed flow systems has been 
summarixed by Liu and Ilori [6]. The experimental data obtained by 
Farmer [7] are included in their analysis. A stochastic model for de
position of particles and drops from turbulent gas streams was de
veloped by Hutchinson, et al. [8]. The model was critically examined 
by McCoy [9]. In a paper by Gauvin, et al. [10] the work on spray 
dryers has been summarized and extended. A theory of a vaporizing 
drop motion in the laminar entry region of a straight channel with 
isothermal walls was presented by Bhatti [11]. 

In spite of a large number of published studies, the problem of drop 
deposition in dispersed flow with heat addition (dispersed flow heat 
transfer) has remained largely unexplored. This study is devoted to 
this problem. 

Analysis 
Dispersed flow heat transfer is a high void fraction flow. Because 

of this, the drop concentration is low, the interference of neighboring 
drops may be neglected, and the single drop may be treated as if it 
were alone in the medium. Also, since we are focusing our analysis on 
the drop motion through the boundary layer (laminar sublayer),-we 
are assuming that the drop diameter is small compared to the thick
ness of this layer [12]. This is the kind of continum criterion to be 
satisfied. This basically means that the forces on the drop are de-
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pendent on the local vapor velocity and temperature of the stream. 
In order to obtain some useful and reliable results the additional 

following simplifying assumptions for the motion inside the laminar 
sublayer are made: 

1 The drop has a spherical shape. 
2 Flow in the two-component, two-phase stream is laminar, 

two-dimensional, steady and incompressible. 
3 The change of the drop diameter due to evaporation during 

deposition motion is not significant. 
The list of forces during accelerated motion of the drop includes: 
1) Inertia Force, 2) Drag Force. Since the drop Reynolds 

number for our conditions is close to one, the drag of the medium due 
to viscosity fig is given by the Stokes law [12]. 

The motion of the drop inside the boundary layer is unsteady, but 
it is customary to assume that the Stokes law may be used [13]. On 
the other hand, the drag problem becomes more complicated because 
of the evaporation of the drop and the possibility for circulation of 
liquid inside the drop. Evaporation can reduce the drag coefficient 
due to mass flux from the surface, for which Bailey, et al. [14] suggests 

. the following correlation: 

CD0 = CDl(l + B) (1) 

The transfer coefficient B is generally small compared to unity for 
an evorating drop. 

The correction to the drag coefficient due to the circulation of the 
liquid inside the moving drop is negligible for the conditions under 
consideration as shown in [12]. 

Also the Stokes drag for the sphere is derived for the case of uniform 
flow passing a sphere but Kohlman and Mollo-Christensen [15] ex
perimentally demonstrated that shear flow does not affect the drag 
for the low Reynolds number. 

3) Gravity and Buoyancy Forces, 4) Lift Force. Rotation of the 
drop occurs in the presence of the velocity gradient in the boundary 
layer. This is a well known phenomenon that the velocity gradient can 
cause a solid particle to rotate. At low Reynolds numbers rotation 
causes fluid entrainment, increasing the velocity on one side of the 
body and lowering the velocity on the other side. This tends to move 
the particle toward the region of higher velocity. Most of the experi
mental data related to the radial migration of solid particles and liquid 
drops in shear flow have been interpreted on the basis of the Rubi-
now-Keller lift force on a spinning translating sphere in an unbounded 

fluid at rest (or in uniform flow) at infinity. The force is given by 
[16] 

FL= PgS, X(V- Va)[l + 0(ReJ] (2) 

For the steady motion inside the boundary layer the angular velocity 
of the sphere to is equal to the angular velocity of the flow ag where 

ldU 
<^g - ~ 

Idy 
(3) 

This is experimentally verified by Kohlman and Mollo-Christensen 
[15] in the constant shear flow. Rather remarkably, the Rubinow-
Keller lift force is independent of viscosity for small values of Re„. 

5) Reaction Force. As we mentioned before, this force is due to 
asymmetrical drop evaporation inside the boundary layer. There is 
a high temperature gradient in the fluid stream close to the heated 
wall and since the fluid temperature is larger than the drop temper
ature (saturation temperature assumed), the evaporation of the drop 
occurs. The difference in these two temperatures is larger for the drop 
side facing the wall than for the other side of the drop because of the 
temperature gradient in the fluid stream. This causes the vapor ve
locity generated on the drop side facing the wall (bottom side) to be 
higher than the vapor velocity generated on the other side. This 
produces a reaction force which tends to prevent a deposition of the 
drop on the wall. 

The derivation of the reaction force is based on the following as
sumptions: 

1 The temperature profile inside the boundary layer is a linear 

T = Ts + (Tw - Ts) 1 - (4) 

2 The Nusselt number related to the drop heat transfer is given 
by the relation [17] 

Nu„ = 2.0 + 0 . 6 R e a
o s P r o f (5) 

and the circumferential variation of this number is negligible at low 
Reynolds number [18]. Since the drop Reynolds number for our 
condition is close to one, then 

Nua =* 2.6 as Pr =* 1. (6) 

.Nomenclature. 

o = drop diameter, pm 
ac = drop deposition diameter, pm 
A = surface, m2 

B = CP(T - Ts)/Hig = transfer coefficient 
Cfl = drag coefficient 
CD0 = drag coefficient, equation (1) 
Cp = specific heat, J/kg K 
D = tube diameter, m 
/ = cumulative factor, equation (23) 
fe = 0.0791/Re0-25 = friction factor 
F = force,N 
Fcy = reaction force, equations (13) and (14), 

N 
Fry = reaction force, equation (16), N 
g = gravitational acceleration, m/s2 

h = heat transfer coefficient, W/m2 K 
Heg = latent heat of evaporation, J/kg 
Nu„ = ha/kg = Nusselt number 
P = pressure, N/m2 

P(a) = drop size distribution fraction 
Pr = Cpiig/kg = Prandtl number 
Re = pgUo D/ng = flow Reynolds number 
Rea = pg{V - Va)a/ns = drop Reynolds 

number 

S = UQ/UO = slip ratio 
t = time, ms, s, or hr 
T = Temperature, K 
UQ = initial drop velocity in the x -direction, 

equation (19), m/hr 
U = local vapor velocity, m/hr 
t/mnx = maximum vapor velocity in the tube, 

m/hr 
f/o = mean or free stream vapor velocity, 

m/hr 
U* = U0\fgl2}112 = friction velocity, m/hr 
vo = drop deposition velocity, equations (20) 

and (21), m/hr 
Auo = (C/o — uo) = slip velocity, m/hr 
V = local vapor velocity (note: V = U), 

m/hr 
Va = local drop velocity, m/hr 
x = axial distance, m 

dx 

dt 
= drop velocity in the x -direction, m/hr 

drop velocity in the y -direction, m/hr 

y = radial distance, m 
y = mean film thickness, equation (15), m 

dt 

b = laminar sublayer thickness, pm 
e = thermal emissivity 
K = constant, equation (21) 
p = viscosity, N s/m2 

v = vapor velocity, equations (11-13) and (15) 
m/hr 

vy = vapor velocity in the y-direction, equa
tion (13), m/hr 

p = density, kg/m3 

a = Stefan-Boltzman constant, W/m2 K4 

w = angular velocity, rad/s 

Subscripts 

a = drop 
g = gas or vapor 
£ = liquid 
L = lift 
s = saturation 
w = wall 
1 = upper half of the drop 
2 = lower half of the drop 
c.s. = control surface 
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Equation (5) is good for small heat transfer rate. In the case of high 
evaporation rate (drop is very close to the hot wall), the correction to 
the Nusselt number is needed, similar to that suggested by Bailey 
[14]. 

3 The boundary layer thickness around the spherical drop moving 
in shear flow is approximately given by the potential flow theory. This 
thickness is then of the correct order of magnitude of drop diameter 
when the drop Reynolds number is close to one [15,19]. 

As we mentioned before, the drop diameter is much smaller than 
the thickness of the laminar sublayer. This leads us to the conclusion 
that the drop residence time (deposition time or time measured from 
the moment a drop entered the boundary layer until it touches the 
wall) is much larger than the time for a heat diffusion through the drop 
boundary layer. As long as this conclusion is valid, the drop motion 
inside the boundary layer is influenced by the temperature distri
bution in it. 

The evaporation of the drops occurs due to convective heat transfer 
from the fluid stream (vapor) to the drop and radiative heat transfer 
from the hot wall to the drop. The vapor participation in radient en
ergy exchange is assumed to be small. We will first analyse the evap
oration due to convective heat transfer. 

Let the drop be at distance y from the wall (Fig. 1). The corre
sponding vapor temperature at that distance is T,-(y). As we assumed 
the linear temperature distribution, the average vapor temperature 
for the upper and lower portions of the drop are then respectively 

dT-
Ti+i(y) = TAy) + — i Ay 

d-y 

dT-
Ti-1(y) = Ti(y)-~Ay 

dy 

(7) 

(8) 

where Ay = a Ik and k = 4. The value of k was obtained by calculating 
the average fluid (gas) temperature for the upper or lower surface 
portion of the sphere. Introducing equation (4) into (7) and (8) 
gives 

(Tw - Ts) a 

b 4 
Ti+i(y) = Ti(y) • (9) 

T;-i(y) = Tiiy) + 
(Tw Ts)a 

4 
(10) 

The average vapor velocities leaving the upper and lower portion of 
the drop are then [12], respectively, 

»i : 

HeePg 

h 

(Tw 1 - -
(Tu, 

H egPg 
(Ta-T.) 1-7 + 

y 

Ts)a 

4. 

(Tm - Ts) a 

(11) 

(12) 

where h is the heat transfer coefficient given by equation (6). Since 
V2> vi the upward force on the sperical drop is produced. We choose 
the volume of the spherical drop as a control volume. The upward 
force (reaction force) is then approximately given as the net rate of 
efflux of momentum through the control surface in the y direction 

-SL vy(pg'v dA) 

Introducing equations (11) and (12) into (13) gives 

7T a2h'2 , „ m ,„ a / . y\ 
•iTw-T.)* 1 - -

(13) 

(14) 

It is seen from equation (14) that the reaction force, Fcy, is a function 
of the drop distance y from the wall for the given wall temperature 
and drop diameter. 

If the distance of the drop from the wall is less than the drop 
boundary layer thickness, the expression (14) is not valid any more. 
In that case, the thermal conduction through the vapor film existing 
between the wall and the bottom of the drop is the most important 
mechanism of heat transfer. If we assume that conduction is in the 
y direction only, then the velocity of the vapor leaving the lower 
portion of the drop due to evaporation is 

^7777777777777/77/77^ 
• s i w 

Fig. 1 Direction of the recation force acting on the evaporating drop in the 
thermal boundary layer 

n •• 

. kg (Tw - Ts) 

y Htgpg 
(15) 

where y is the current mean film thickness between the wall and lower 
portion of the drop through which heat is conducted [20]. 

In this case the pressure increase in the vapbr layer does influence 
the saturation temperature Ts and the latent heat of evaporation Heg. 
Also, the effect of the wall roughness is important. Further details of 
this analysis include application of equation (13) and iterative eval
uation of the saturation temperature [12]. They are omitted here 
because the most critical effects of the resistance forces on the drop 
occur near the edge of the laminar sublayer, or sufficiently far away 
from the wall. More clearly, whenever a drop approaches the distance 
that is equal to or less than the drop boundary layer thickness, de
position of the drop will occur. This will be shown below. 

The evaporation of the drop due to radiative heat transfer becomes 
more important as the wall temperature increases. Assuming that the 
wall and the lower half of the drop are separated by a nonabsorbing, 
nonemitting medium, an approximate expression for the reaction 
force on the spherical drop due to radiation heat transfer reads, 

•(Tw • w 
([(the) • 1] + 1/0.682)2 

1 

([(1/^) - 1] + 1/0.318)5 
(16) 

A derivation of this equation is given in details in [12]. The total re
action force on the drop due to nonuniform evaporation is then the 
sum of the forces given by equations (14) and (16). 

It is not likely that the shape of the spherical drop will be changed 
due to evaporation. As we mentioned before, a drop rotates inside the 
boundary layer due to velocity gradient. Therefore the whole surface 
of the drop is equally exposed to the hot wall during deposition. 

For the case of the drop motion inside the tube the component of 
the reaction force due to radiation heat transfer, Fry, is zero since the 
average configuration factors for radiation between the lower and 
upper halves of the drop and the wall have the same numerical 
values. 

Other forces known to influence the drop motion in addition to the 
forces we analyzed so far are listed in [12]. Since they are important 
only for the motion of the submicron drop size their analysis is omitted 
here. 

Differential Equations of Liquid Drop Motion 
(Trajectory of the Drop), Analyses and Discussion 

Denoting the coordinates of the center of a spherical drop by x and 
y we write the equations of motion of a drop moving in the laminar 
sublayer when the main flow in the channel is directed vertically 
upward: 

•K d2x -K dl] [dy 
pe ~ aJ — - = — a Px — 

6 dt2 16 s dy \dt 
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a Idx 6 7 r M ^ t e _ [ / | _ ( w )g-a3 (17a) 

l-y- (176) 

ir „d2y ir dUIdx 
pe 6 dt2 16 e dy \dt ) 

a ldy\ TO2 h2 , „ „ „ a 
- 6TT H„ - — + (T„, - T s)

2 -

Equation (17a) is obtained from the equilibrium of forces acting on 
the drop in the direction of flow (x -direction), x being taken as positive 
upward. Force acting upwards in the x -direction are taken as positive. 
Equation (176) is obtained from the equilibrium of forces acting on 
the drop in the y -direction, y being taken as zero at the wall, increasing 
positively toward the center line of the channel (tube). The first terms 
on the right side of equations (17a) and (176) represent the lift forces. 

(y/<s) 

.4 .8 1.2 1.6 2.0 

[ ( x /6 ) /Re ] x 103 

Fig. 2 The effect of the drop diameter on the drop trajectory 
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Fig. 3 The effect of the wall temperature on the drop trajectory 

The second terms on the right side of equations (17a) and (176) rep
resent the drag forces. The third term on the right side of equation 
(17a) represents the gravity and buoyancy force. The third term of 
the right side of equation (176) represents the reaction force. The 
terms on the left side of equations (17a) and (176) represents the in-
ertial forces. 

In order to solve the equations (17a) and (176) the linear velocity 
profile of the gas stream across the laminar sublayer was assumed: 

U=U0 -
U 

(18) 

The laminar sublayer thickness was calculated assuming [21] that y 
= 5 when U = V3U 

max- The following initial conditions were used: 
dx 

t = 0, x = 0, — = UQ 
dt 

t = 0, y = i, 
dy_ 

dt 
• u 0 

(19) 

(20) 
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Fig. 4 The effect of the slip velocity on the drop trajectory 
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Fig. 5 The effect of the drop deposition velocity on the drop trajectory 
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The initial velocity in the radial direction VQ is usually called the de
position velocity of the drop and it is imparted to the drop by free 
stream turbulence. Equations (17a) and (176) are solved analytically 
in [12]. 

The main results of calculating the trajectories of the drop in the 
region of the laminar sublayer are presented in Figs. 2-5 where the 
effects of the drop diameter, wall temperature and the initial drop 
velocities in the x and y directions, on the drop trajectories, are 
demonstrated. Nitrogen data (p = 140 X 103 N/m2) were used in the 
calculation. 

In order to summarize the studies on the drop motion inside the 
sublayer the history of the drop (the position and forces on the dr,op 
in the radial direction) that penetrated the sublayer to certain depth 
and was forced back to the main stream is presented in Fig. 6. 

The same analysis for the drop that has been deposited on the wall 
is presented in Fig. 7. 

From Fig. 6 one can see that the direction of the lift force has been 
changed at y/& = 0.91 as (U — dx/dt) becomes negative, but the lift 
force has been overcome by the reaction and Stokes forces and the 
drop returned to the main stream. So if (U — dx/dt) is negative, the 
lift force on the drop is directed toward the wall (equation (17b)), but 
this condition is not sufficient for the deposition of the drop. From 
Fig. 7 one can see that the drop penetrates sufficiently far into the 
sublayer where, at y/b = 0.89 the lift force overcomes the reaction and 
Stokes forces, and the drop begins to accelerate toward the wall. 

When the drop is approaching a wall the drop Reynolds number 
is becoming larger than 1.0 due to drop acceleration. The same is true 
for the drop leaving the sublayer. In this case the Stokes expression 
for the drag of the drop is not applicable, but since the lift force 
dominates in these regions, the correction to the drag coefficient does 
not play a significant part on the drop trajectory. More details about 
drop trajectories on Figs. 6 and 7, including also the analysis of the 
forces on the drop in x -direction and the values of the drop Reynolds 
number, are given in [12]. 

The analysis of drop trajectories in Figs. 2-5 and 7, lead to the 
conclusion that the drops are being deposited on the wall with a def
inite impact. This is in qualitative agreement with the results of 
Cousin and Hewitt [22], 

The significant conclusion concerning the drop trajectories in Figs. 
2-7 is that since the most critical effects of the lift, reaction, and drag 
forces on the drop deposition take place sufficiently far away from 
the wall, the effect of the wall may be neglected, as assumed in 
equations (17a) and (176). Also, the effect of the evaporation on the 

drag coefficient and drop Nusselt number is negligible as the values 
of the transfer coefficient B for y > ycr are small (ycr is the critical 
distance, i.e., the distance where the critical effects of the forces occur). 
For example, the values of B for the trajectories in Fig. 4(Auo = 1729 
m/hr), 5{v0 = 83 m/hr) and 6 at y = ycr are 0.035, 0.073, and 0.079, 
respectively. 

Since the vapor superheat increases when a drop is approaching 
a wall, then B, which is a function of the local vapor superheat, in
creases and effects of the evaporation on the drag coefficient and drop 
Nusselt number may be significant. On the other hand, the lift force 
dominates when the drop is approaching a wall, as we mentioned 
before, and any correction for the drag coefficient and drop Nusselt 
number does not play a significant part on the drop trajectory. 

Equations (17a) and (176) were solved assuming that decrease of 
the drop diameter due to evaporation during deposition motion inside 
the sublayer was negligible. This assumption holds very well as shown 
in [12]. 

Little error is introduced in the analysis by assuming that the an
gular velocity of the drop is the same as that of the fluid stream. It is 
also shown in [12]. 

The Rubinow-Keller lift force was not derived for a shear flow but 
on the other hand, the experimental and theoretical studies of the 
drop trajectories by Dension, et al. [5], Goldsmith [23], Repetti [24], 
and Kondic [2] indicated that it yields a force of the correct order of 
magnitude for such a flow. 

Model Application 
In order to determine the drops deposition rate on the wall (i.e., the 

number of drops deposited per unit area of the wall and unit time) 
a drop size spectrum P(a) was introduced into the analysis. Predic
tions of drops trajectories for a$ < a < am (where a0 and am are 
minimum and maximum drop diameter, respectively, in dispersed 
flow under consideration) was done by increasing initial drop diameter 
ao step by step and solving equations (17a) and (176) for each value 
of a. The initial boundary condition given by equation (20) was ex
pressed as a function of the friction velocity, 

vo '• (21) 

Relation (21) was obtained from the summarized study of deposition 
of solid particles and liquid drop in two phase mixture by Liu and Ilori 
[6]. In our analysis we used K = 0.15 as suggested by Iloeje, et al. 
[25]. 

10 15 2 0 
Time, ms 

Fig. 6 History of the drop motion in the y-direction 

10 15 20 25 
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Fig. 7 History of the drop motion in the y-direction 
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Cumo, et al. [26] performed visual observations of the dispersed flow 
employing high speed cinematography. Analyzing more than 10,000 
drops, they found that the drop velocity in the direction of flow is 
independent of drop diameter and almost equal for all drops. They 
also found that the drop transversal velocity profile in the flow 
channel is very close to the vapor velocity profile with local slip ratio 
close to one (see, for instance, Fig. 9 in their article). Since their ob
servation was basically outside of the laminar sublayer one can assume 
that the drop velocities in the flow direction at the edge of the sublayer 

1.0 

UQ • 
Uo 

S 
(22) 

where S is the slip ratio at the edge of the laminar sublayer. The 
methods of the evaluation of the slip ratio S are summarized in 
[12]. 

For a given mass flux G and vapor quality x the initial boundary 
conditions, equations (21) and (22), were evaluated. Equations (17a) 
and (176) were then solved and trajectories obtained for each value 
of an < a < ac, for one particular value of the wall temperature. The 
value of ac is the minimum size of drop deposited on the wall (drops 
with diameter ac <a < am were deposited on the wall and drops with 
diameter a <ac where returned to the main stream). The value of ac 

increases with the wall temperature (Fig. 3). 
For the known value of the deposition diameter ae, and assumed 

drop size distribution low P(a), the mass cumulative factor f(ac) is 
given as 

f ( a c ) = -

("""asP(a) 
*Jac 

r 
da 

(23) 

asP(a)da 

The summarized results of calculation of f(ac) for G = 171 Kg/sm2 

and x = 0.31 are presented in Fig. 8. When the wall temperature in
crease f(ac) decreases since ac increases. The curve on Fig. 8 was ob
tained for the step increase in drop diameter of Aa = 1 ixm, for one 
particular value of the wall temperature. The step increase in wall 
temperature was ATW = 10K and the drop size distribution was given 
by equation (8) of [27]. 

Knowing the cumulative mass of liquid drops deposited on the wall, 
the heat transfer to the liquid drops was determined by applying the 
semi-empirical correlation for the evaporation of the liquid drop on 
the hot wall. Details of this calculation and discription of the exper
iment are presented in [27]. Three sets of the dispersed flow heat 
transfer data are shown in Fig. 9. The solid line, Fig. 9, is related to 
the calculated total heat flux applying deposition model developed 
in this study. The dotted line is related to the calculated heat flux 
assuming no drops deposition occurs, i.e., only heat transfer to the 
vapor component of the flow is considered. It can be seen in Fig. 9 that 
as the wall temperature increases the heat flux decreases in the 
transition boiling region, because the number of the drops deposited 
per unit time (drop deposition flux [27]) decreases. This is in quali
tative agreement with the results in Fig. 8. In the high temperature 
region (film boiling region), the drop deposition is becoming negligible 
and the heat transfer coefficient between the wall and flow is given 
by the single-phase relationship. 

Summary and Conclusion 
Deposition of liquid drop in dispersed flow with heat addition is 

analyzed. The expression for the reaction force on the drop due to 
nonuniform drop evaporation inside the laminar sublayer is devel
oped. This force as well as other forces acting on the drop, lift, drag, 
gravity, buoyancy, and inertia, are analyzed and trajectories of the 
drops are calculated. A drop trajectory inside the laminar sublayer 
is prescribed by magnitude of the forces mentioned above. 

The effects of the drop diameter, deposition velocity, slip velocity, 
and wall temperature on the drop trajectory are examined. 

The application of the developed drop deposition model for the 
prediction of the dispersed flow heat transfer data is illustrated. 
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Fig. 8 The effect of the wall temperature on the cumulative deposition fac
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Calibration of a Fast Neutron 
Scattering Technique for 
Measurement of Void Fraction 
in Rod Bundles 

• A technique based on scattering and transmission of fast neutron beams has been devel
oped for measuring void fraction in two-phase flow through rod bundles. Experiments in
dicate that the scattered neutron flux varies linearly with void fraction and is largely in
dependent of phase distribution. Measurements of the transmitted neutron flux have 
been used to determine phase distribution (or flow regime). The technique gives good sen
sitivity and count rates and appears suitable for void fraction and phase distribution 
measurements in transient flow boiling.) 

1 Introduction 

Two-phase flow through systems with complex internal geometries 
occur in many industrial situations. Examples are flow boiling in 
nuclear reactor cores and in steam generators, gas-liquid mass transfer 
in packed beds and fluidized bed reactors. To understand the transfer 
mechanisms and predict transfer rates in these systems, it is often 
desirable to know the volume fraction of each phase at a cross-section 
and the phase distribution (or flow regime). These quantities may be 
measured by a variety of techniques, many of which are discussed in 
a recent review [1]. Techniques based on transmission and scattering 
of various types of radiation are particularly attractive because there 
is usually no need to make system penetrations or disturb the flow. 
In particular, multi-beam gamma ray techniques have been developed 
by Banerjee, et al. [2] and Heidrick, et al. [3], among others, for mea
surements of both void fraction and phase distribution. However, 
gamma ray attenuation techniques only give good sensitivity in sys
tems containing small amounts of high atomic number solid materials. 
This is because gamma rays are affected much more by the solid 
materials than the fluid in these situations. For example, gamma ray 
techniques are not really suitable for measuring void fraction in 
two-phase flow through rod bundles, because much of the beam at
tenuation and scattering is due to the bundle elements. Fast neutrons, 
however, are less affected by many solid materials than by a hydro
geneous liquid phase (like water or oil). Thus measurements of void 
fraction and phase distribution in systems like rod bundles or packed 
beds may, in principle, be made with good sensitivity using fast neu
tron scattering and transmission. 

Void fraction measurement using neutron beams have been studied 
previously. Moss and Kelly [4], Harms, et al. [5], Younis [6], and 
Hancox, et al. [7] have used thermal neutron transmission. The basic 
technique is very similar to that based on gamma or x-ray transmis-
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sion and relies on the exponential attenuation of intensity to give a 
measure of the average mixture density in the beam path. The thermal 
neutron technique is limited to relatively thin test sections in systems 
containing light water, since the neutrons are strongly absorbed. It 
is not really suitable for bundle geometries. 

Semel and Helf [8] and Jackson, et al. [9] have considered ther-
malization of fast neutrons by hydrogeneous material as a basis for 
methods of determining hydrogen content in various materials. Be
cause neutron thermalization theory involves complex interactions, 
the mathematical treatment for this approach is much more difficult 
than for thermal neutron transmission. Thus, the usual approach has 
been to develop standard calibration curves by passing fast neutron 
beams through samples of known hydrogenous material content. 
Interpretation of fast neutron transmission data in terms of void 
fraction is however difficult, and strongly dependent on phase dis
tribution. 

A further possibility is to use fast neutron scattering for void frac
tion measurement. This method has already been used to measure 
void fractions for two-phase flow in pipes. Preliminary work was re
ported by Rousseau [10] and Banerjee [11]. These investigations in
dicated that the technique was promising. However no systematic 
direct calibration was done. In order to increase confidence in the 
technique, we first undertook an extensive calibration program for 
void fraction in pipes [12]. These experiments indicated that for 
purposes of calibration, the gas phase could be adequately simulated 
by a relatively neutron transparent material like aluminum. Initial 
calibration experiments in rod bundles therefore used aluminum to 
simulate the gas phase. (The volume fraction of aluminum in the test 
section will sometimes be called void fraction in later sections). These 
initial tests were then followed by a series of experiments in which void 
fraction in air-water downflow through rod bundles was measured 
both by the neutron scattering technique, and directly, by trapping 
the flow between two quick closing valves and measuring the con
tents. 

The calibration experiments using both aluminum to simulate the 
gas phase, and the flowing air-water mixture, are discussed in this 
paper. 
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2 E x p e r i m e n t a l A s p e c t s 
Description of the Technique. The experimental technique has 

been discussed in our previous paper on void fraction measurements 
in pipes [12] and will not be detailed here. Details of hardware and 
experimental equipment are extensively discussed in the thesis by 
Yuen [13]. 

In brief, a collimated fast/epithermal neutron beam was produced 
at a beamport in the 5 MW(t) McMaster Nuclear Reactor. The cross 
section of the beam was rectangular. For the investigations described 
here, the horizontal sides of the rectangle were 100 mm wide and the 
vertical sides were 10 mm high. (We have also experimented with 100 
mm long americium/beryllium line sources of neutrons and these 
appear to give acceptable beams). The neutron beam is made incident 
on the test section containing the two-phase mixture, and the scat
tered and transmitted flux are counted. If the incident beam is of 
uniform intensity at a test section cross-section, then the scattered 
thermal flux would, to a first approximation, depend on the mass of 
hydrogeneous material at the cross-section and not on its distribution. 
This is because several collisions (primarily with hydrogen) are re
quired to downscatter the neutrons into the thermal region. Therefore, 
the thermal neutrons do not convey information regarding the posi
tion of the hydrogeneous material. 

On the other hand, the transmitted flux may be counted with col
limated detectors and this gives a measure of the amount of hydrogen 
in the detector's collimation zone. (Gamma beams would give similar 
results, but the attenuation is much more sensitive to the amount of 
high atomic number material in the detector collimation zone, than 
to the amount of hydrogeneous material). Thus by counting the 
transmitted neutron flux at several locations, the distribution of hy
drogeneous material can be reconstructed enough that the main 
two-phase flow regimes can be determined as discussed later. 

Experimental Setup. A plan view of the experimental setup is 
shown in Fig. 1. The neutron beam is passed through cadmium sheets 
to remove thermal neutrons before being made incident on the test 
section. The axis of the neutron beam is perpendicular to the test 
section axis. The scattered flux is counted by a detector with its axis 
perpendicular to both the beam and test section axes. The scattered 
flux is collimated so that the test section lies in the field of view of the 
detector. 

The transmitted neutrons are counted by detectors placed with 
their axes parallel to the beam axis. The field of view of each detector 
is collimated so that only a portion of the transmitted beam is counted. 
The transmitted flux profile may be measured by moving the detector 
across the beam or by placing several detectors in the beam. For the 
experiments described here the transmitted beam profile was deter
mined by moving a detector with a collimated field of view in the 
horizontal plane. 

The first series of experiments was done with aluminum being used 
to simulate the gas phase. This appeared to be a reasonable first step 
based on our experience with void fraction measurements in pipes 
[12], However, to verify that this calibration technique was indeed 
adequate for rod bundles, a series of experiments was done in the 
portable air-water loop shown in Fig. 2. The rod bundle test section 
was placed between two quick closing gate valves. To minimize inlet 
and outlet effects, rod bundle sections were placed on either side of 
the test section as shown in the figure. The void fraction in the test 
section was measured directly by trapping the air-water mixture be
tween the quick closing valves and measuring the amount of trapped 
water. Each measurement was repeated several times to obtain an 
ensemble average. Considerable care was needed to make the 100 
mm gate valves since they could be closed in about 45 ms, and with 
a maximum mismatch of about 20 ms. The details are not discussed 
here but may be obtained from the senior author. 

3 R e s u l t s and D i s c u s s i o n 
Aluminum-Water Measurements. To determine how the 
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Fig. 2 Diagram of air-water loop 

scattered and transmitted flux were related to void fraction and phase 
distribution a series of experiments was first done with aluminum 
water mixtures. 

The rod bundles used were of the geometry shown in Fig. 3. (This 
bundle geometry is of direct relevance to Canadian heavy water re
actors, but the conclusions are of significance for other geometries.) 
The rods were empty zirconium tubes and meant to simulate direct 
resistance heated bundles. Such bundles are used in many critical heat 
flux and nuclear reactor safety related experiments. 

Experiments were done by filling the bundle subchannels with 
water and then displacing the water with aluminum rods. The alu
minum rods simulated the gaseous phase and were distributed in 
several different overall patterns such that the water was mainly in 
(1) the central region of the bundle (core pattern) (2) the periphery 
of the bundle (annular pattern) or (3) on one side (stratified pattern). 
The overall patterns were approximately as shown in Fig. 4. These 
are simulated overall void distributions that might develop in two 
phase flow through the bundle. 

For the experiments at the higher void fractions (>0.6), the sub
channels were completely filled with aluminum inserts and holes were 
drilled in these inserts to accommodate water. The overall distribution 

- N o m e n c l a t u r e -
N(a) = scattered neutron count rate at void 

fraction a 
= actual or directly measured void frac
tion 

as = void fraction from the scattered neutron 
measurements 
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of the water was again varied to give core, annular and stratified 
patterns. 

The volume fraction of aluminum (i.e., the void fraction) was known 
and compared with the void fraction calculated from the scattered 
neutron count rate using 

N(0) - N(a) 
(1) 

N(0) - N(l) 

The results obtained are shown in Fig. 5. The void fractions based 
on the scattered neutron flux were calculated using equation (1). 
There is one set of results at void fractions between 0.6 and 0.7 con
sistently higher than the actual values. This is the lowest void fraction 
at which the aluminum inserts were made to fill the subchannels 
completely, with holes drilled to accommodate the water. It was found 
after the experiment that the holes had not been drilled deep enough 
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Fig. 5 Comparison of void fractions in rod bundle determined by neutron 
scattering method with actual values. (Count rates were averaged for two 
detectors on either side of test section) 
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Fig. 6 Transmitted flux profile with rod bundle subchannels filled with water. 
Counts are shown over 50 seconds because beam was reduced by a factor 
of 50 from maximum value to allow use of existing electronics system for 
detectors. 

and that the actual void fraction (volume fraction of aluminum) in 
the beam path was somewhat higher than the "actual" values shown 
in Fig. 5. Except for this set of results there is good agreement between 
the actual void fractions and those calculated from the scattered 
neutron flux for all the void distributions tested. 

The transmitted flux was also measured with collimated 25.4 mm 
diam He3 counters. With the bundle subchannels full of water (a = 
0) the transmitted flux had the profile shown in Fig. 6. As expected 
the count rate is reduced most in the beam containing the greatest 
path length through the water. Figs. 7 and 8 show the transmitted flux 
profile for different void fractions and void distributions. 

The actual count rate of the transmitted beam is shown rather than 
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Fig. 7 Transmitted beam profiles for various void distributions in rod bundles, 
a ~ 0.5 

lo,— 

RELATIVE DETECTOR POSITION •( 1/2 in) 

Fig. 8 Transmitted beam profile for various void distributions in rod bundles, 
a ~ 0.75 

void fraction in these figures because no simple relationship exists 
between the transmitted flux and the void fraction. This is because 
neutron thermalization, absorption and scattering in a rod bundle 
geometry is difficult to calculate. Rather we wish to use the trans
mitted flux, at this stage, as a qualitative indicator of flow regime 
rather than as a measure of void fraction. From this viewpoint, it is 
evident that the count rate is reduced most in the regions where the 
path length through the hydrogeneous material is the greatest. For 
example, the count rate is a minimum at the center for the inverted 
annular flow pattern, where it is a minimum close to the two edges 
for the annular flow pattern in Fig. 8. The same type of transmitted 

a 
TRAPPED WATER 

Fig. 9 Comparison of void fractions determined by neutron scattering method 
and values measured by trapping air-water downflow through rod bundles 
between two quick closing gate valves 

flux profile has been observed in applying the technique to phase 
distribution measurements in pipes [12]. The patterns are somewhat 
less sharply defined in rod bundles than in pipes because some sub
channels in the bundle experiments always contain a mixture of water 
and aluminum, i.e., the void distribution is not obtained by filling 
some subchannels only with water and some only with aluminum. 
However, there appears to be sufficient difference between the 
transmitted flux profiles to allow determination of the various overall 
patterns for the higher void fractions shown in Fig. 8. For lower void 
fractions (Fig. 7), stratified flow can be clearly distinguished from the 
other flow pattern. However, annular flow cannot be clearly dis
criminated from core flow at these low void fractions. 

Air-Water Experiments. Following the aluminum-water ex
periments, the neutron scattering method was calibrated using an 
actual two-phase flow system. The void fraction calculated from the 
scattered neutron flux using equation (1) was compared with void 
fractions measured by trapping water between two quick closing 
valves in the air-water loop described previously. The results are 
shown in Fig. 9. The void fraction measured by trapping water is an 
average of several measurements. 

The main sources of error in the experiments have been analysed 
and are discussed in Yuen's thesis [13]. The error-bars on the results 
shown in Fig. 9 show the 95 percent confidence limits calculated on 
the basis of this analysis for both the trapped water and the neutron 
scattering method. 

It is evident from the figure that the void fractions calculated from 
the scattered neutron flux, and measured by trapping the two-phase 
flow, are in good agreement. This appears to be true over the whole 
range of void fraction and for all the flow regimes obtained in vertical 
flow, within the precision of the measurement techniques. 

4 Conclusions 
From the results obtained it appears that fast neutron scattering 

may be used to determine void fraction for two-phase flow in complex 
geometries like rod bundles. The scattered neutron flux varies linearly 
with void fraction and is essentially independent of void distribution. 
Some of our recent unpublished work in packed beds made of alumina 
beads suggests the same conclusion. The transmitted neutron flux 
profile may also be used to indicate the overall void distribution 
pattern. 

Work is continuing on developing a portable instrument for making 
these measurements using americium/beryllium line sources to pro
duce the fast neutron beams. Void fractions are also being measured 
in packed beds to determine whether the technique can be used. 

With portable neutron sources, drift becomes more of a problem 
and methods of compensating for this are being investigated. The 
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most p romis ing t echn ique a t p resen t , appea r s t o be t h e use of a ref

erence b e a m from t h e source to correct for drift . More de ta i l s re

garding the work with por table sources will be provided in subsequent 

publ ica t ions . 
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Experimental Study of Two-Phase 
Propane Expanded through the 
Ranque-Hilsch Tube 
When air or other gases flow through the Ranque-Hilsch vortex tube, the well known tem
perature separation effect can be produced. This effect has been utilized for many pur
poses and is especially useful in providing cooling in applications not requiring the higher 
efficiencies of more sophisticated refrigeration systems. When the inlet fluid to the tube 
becomes a mixture of saturated liquid and vapor, one intuitively expects the temperature 
separation to diminish. Experimental data were obtained using propane to quantitatively 
determine the deterioration of temperature separation when the condition of the inlet 
fluid becomes a saturated mixture. Observations indicate that temperature separation 
diminishes rapidly for inlet qualities of less than 80 percent due largely to the decrease 
in "hot side" temperature. For qualities above 80 percent, significant temperature sepa
ration can be maintained. J 

Introduction 

The Ranque-Hilsch vortex tube is a simple device which can sep
arate a single inlet fluid stream into two fluid streams of high and low 
temperatures. Although the device itself is simple, having no moving 
parts, the fluid mechanics and heat transfer effects are quite com
plicated. Experimental and theoretical studies have been made to 
analyze this phenomenon. Examples of the literature available are 
Fulton's [1, 2] and Scheper's [3] observations on the theory and ap
plication of the Ranque-Hilsch vortex tube; Lay's [4, 5] contributions 
to the complex flow problem and the excellent works on general vortex 
flows [6-10]. A more recent general discussion and collection of ex
perimental data is found in Soni's thesis [11] and his note [12]. 

This paper is primarily concerned with the gross or overall flow 
effects obtained when the inlet fluid to the vortex tube becomes a 
two-phase, liquid-vapor mixture. A standard counter-flow vortex tube 
configuration is used with the tube mounted vertically, cold outlet 
down. It is intuitively obvious that the vortex tube's performance 
should diminish when condensation occurs and the cooler liquid 
collects on the outer, hot walls. It is expected that the higher tem
perature outer vortex will be cooled appreciably by the interacting 
liquid and thereby reduce the hot side discharge fluid temperature. 
Experiments with propane are performed to quantitatively observe 
the performance of the vortex tube under these conditions. The results 
indicate that temperature separation does diminish as the inlet quality 
is reduced but that significant separation is possible when the quality 
is not too low. 

Contributed by the Heat Transfer Division for publication in the JOURNAL 
OP HEAT TRANSFER. Manuscript received by The Heat Transfer Division June 
15,1978. 

Apparatus 
The test apparatus was designed so that a standard propane tank 

could be used to supply the vortex tube. In order to vary the inlet 
conditions to the tube a pressure regulator and heat exchanger were 
placed between the propane supply tank and the vortex tube inlet. 
A schematic diagram of the test system is shown in Fig. 1. 

Propane flows from the supply through the pressure regulator and 
heat exchanger No. 1 into the vortex tube inlet. Hence the pressure 
and temperature or quality of the vortex tube inlet fluid can be con
trolled with this equipment. The line is insulated from the supply tank 
to the vortex tube so that the water flowing through the heat ex
changer is adiabatic to the surroundings. All test runs were performed 
with the pressure, p\ regulated to 100 psig (.689 MN/m2) while cooling 
water was run through the heat exchanger at varying rates to produce 
the desired propane inlet temperature T\ or quality, x\. 

The vortex tube is illustrated on Fig. 2. As shown in Fig. 1, it is 
mounted vertically with the hot tube mounted upward. Cold side and 
hot side temperatures (T2, T3) are measured at the tube discharges. 
The flow continues through the No.'s 2 and 3 heat exchangers and flow 
meters. These discharge heat exchangers are provided to superheat 
the discharge fluid so that standard gas rotameters can be used to 
measure flow rates. Steam is passed through these heat exchangers 
to provide sufficient heat transfer for superheating the discharged 
propane. The discharge pressures are measured between the heat 
exchangers and the flowmeters. After the propane passes through the 
flowmeters it is collected and burned. Tests were performed on the 
vortex tube both with and without insulation at normal room .tem
perature, ambient conditions. 

All temperatures were measured using copper-constantan ther
mocouples terminated at a Leeds and Northrup, Speedo-Max, 12 
channel recorder. The thermocouples measuring T0, T\, T2, and T3 
were inserted through small, sealed support tubes which allowed the 
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GAS FLOWMETERS 

PROPANE BURNER 

PROPANE TANK 

Fig. 1 Schematic diagram of vortex tube test system 

CRITICAL DIMENSIONS 

Inlet Nozzle Dia. = 5.33 x 1.0"" m (4 Tangential Nozzles) 

Hot Tube Length = 2.1 x 10"' m 

Hot Tube I.D. = 5.56 x 10"' m 

Cold Orifice Dia. = 2.03 x 1(T 3 m 
INLET 

°P 

HOT OUTLET 

Fig. 2 Schematic diagram of vortex tube 

junction to be properly positioned in the flow field. The junction and 
insulated wires were epoxied to the support tube so that the junction 
extended about 1/8 in. beyond the end of the support tube and into 
the flow field. Four thermocouples (T4, T5, T%, T-j) were bonded to 
the outside of the hot tube to indicate possible temperature gradients 
along this tube. Pressures were measured with Bourdon Tube gages 
and well type H2O manometers as needed. Since the estimated 
maximum pressure drop in the pipe downstream from the hot and 
cold tube discharges is only about 80 N/m2, the exact location of the 
pressure taps for p 2 and P3 is not important for these gross perfor
mance tests. 

The measurement instruments used were standard, commercial 
type and therefore the expected errors are as normally found in such 
instruments. For these tests the maximum likely errors are approxi
mately: T0, Ti, T2, Ta = ±1.2 C; P0, P i = ±.015 MN/m2; P 2 = ±.003 
MN/m2; P 3 = ±.008 MN/m2; m = ±8 E-5 kg/s; mw = ±1.7 E-4 kg/s 

Test Procedure 
The data were taken so that the tube inlet fluid was initially in the 

superheated vapor region and then, holding the inlet pressure pi 
constant, the inlet temperature Ti was reduced (using cool water in 
heat exchanger No. 1) until the saturated vapor state was reached. 
Further removal of heat in the exchanger causes small liquid droplets 
to form so that the inlet state becomes a two-phase mixture with 
quality dependent upon the amount of heat removed in the ex
changer. 

Data taken at a fixed vortex tube inlet condition are called a test. 
For each test there are several sub-tests on runs obtained by varying 
the flow through the hot side discharge at the flowmeter. The dis

charge cone on the vortex tube hot side was left in its full open position 
and the flow rate was adjusted with the hot side flowmeter needle 
valve. The hot side flowmeter would initially be closed, with the cold 
side full open. Propane valves would then be opened to begin the test. 
The recorder would print out the response of each thermocouple as 
different temperature effects were noted along the tube and the sys
tem. The thermocouples were monitored and when steady flow con
ditions persisted for a significant time, the pressures and flowrates 
were recorded. The next run would begin by readjustment of the hot 
side valve. Throughout a test only the hot side flowrate was changed 
to vary the propane flowrate ratio. Occasionally, the inlet pressure 
regulator needed slight adjustment. It was noted that the total flow-
rate of propane did not vary significantly throughout a test and hence 
the inlet quality (or temperature) could be maintained essentially 
constant without changing the water flowrate of the inlet heat ex
changer. On some occasions surging was noted while taking flow 
readings. An average value was recorded and the surging effects noted 
in the log. 

Data Analysis and Results 
A sample of the test results are shown in Tables 1 and 2. For brevity, 

only selected results from [13] and follow up testing are presented in 
this paper. The temperatures shown were obtained directly from the 
temperature recorder. The pressures listed are absolute MN/m2 (=108 

N/m2). The flowrates of propane in the hot and cold side tubes were 
measured using rotameters calibrated for standard air and corrected 
to the propane flow conditions as discussed in [14], The total propane 
flow m is given in Tables 1 and 2 along with the "cold fraction" \x. which 
is the ratio of cold side flow to total flow. 

The inlet quality X\ was determined by writing the First Law of 
Thermodynamics or an "energy balance" for the inlet heat exchanger. 
Since the inlet piping is insulated it is assumed that no significant heat 
transfer takes place with the surroundings. Therefore, the total en
thalpy entering heat exchanger No. 1 is the total enthalpy of propane 
leaving the supply tank (ho) determined atpo, TQ. An energy balance 
for the heat exchanger gives: 

hi = h0- CP(TW2 - Twi)mmlm (1) 

The enthalpy of saturated liquid and vapor at the inlet to the vortex 
tube are hf\ and hg\ which are functions of p\. The quality x\ is 
written in terms of these quantities as: 

xi = (lit - hfi)/{hgi - hn) (2) 

ficient to determine the quality x \. The values for enthalpy of propane 
were obtained from the data provided in [15]. The specific heat of 
water used is Cp = 4186 J/kgK. Note that, although quality is not 
strictly defined for nonsaturated mixtures a value may be computed 
even in the superheated vapor region where hi > hg\ so that X\ > 1. 
This concept is used in presenting data as a function of quality. 

In Tables 1 and 2 a single column is used to present either tem
perature T\ or quality x 1. When the inlet is superheated T\ is pre
sented and when it is a saturated mixtured x\ is given. / 

The test results indicate that total flowrate remained constant 
within about ±8 percent or less. The flowrate measurements exhibit 
a peculiar effect in tests 8, 12, and 13 in that the total flowrate di
minishes slightly when the hot side flow valve is first opened. Although 
contrary to intuitive reasoning, this effect was measured in several 
cases and is another example of the complicated flow phenomena of 
the counter flow vortex tube. 

The basic objective of these tests was to observe the vortex tube 

-Nomenclature., 

Cp = specific heat of water 
h = specific enthalpy 
rh = mass flowrate 
p = pressure 

q = specific heat transferred 
T = temperature 
x = quality 
li = cold fraction 

Subscripts 

0,4, 2 , . . . 7 = locations of Fig. 1 
c = cold side vortex tube 
h = hot side vortex tube 
/ = flussig or liquid (saturated) 
g = gas or vapor (saturated) 
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Table 1 Measured and reduced test data. Vortex tube not insulated Pi = .791 MN/m 2 

Test-
Run 

8-1 
2 
3 
4 
5 

9-1 
3 
4 
6 
8 

10-1 
5 
6 
9 

12-1 
3 
4 
5 
6 
8 

13-1 
3 
4 
5 
7 

20-1 
4 
5 
6 
9 

Test-
Run 

22-1 
2 
3 
4 
5 
6 

23-1 
2 
3 
4 
5 
6 
7 

24-1 
2 
3 
4 
5 
6 
7 

25-1 
2 
3 
4 
5 
6 
7 
8 

26-1 
2 
3 
4 
5 
6 

Tilxi 
cl-

38.9 
41.7 
41.7 
38.3 
37.8 

20.6 
18.9 
18.9 
18.3 
18.3 

.766 

.801 

.798 

.808 

.721 

.702 

.709 

.705 

.696 

.645 

.602 

.570 

.584 

.579 

.597 

.915 

.886 

.888 

.888 

.894 

Table 2 

Ti/*i 

°c/-
25.0 
25.6 

» 
" 
» 
ii 

.846 

.855 

.844 

.842 

.861 

.879 

.883 

.803 

.821 -

.843 

.813 

.815 

.821 

.840 

.918 

.868 

.865 

.815 

.814 

.812 

.819 

.823 

.803 

.698 

.694 

.692 

.690 

.693 

Pi 
MN/m2 

.103 

.102 
II 

11 

11 

.103 
.103 
.102 
.102 
.102 

.103 
11 

1) 

11 

.103 
» 
» 
n 

» 11 

.103 
» 
n 

n 

It 

.103 

.103 

.102 
» 
" 

T2 

C 

25.0 
22.8 
19.4 
14.4 
13.3 

6.7 
-1 .1 
-2 .2 
- 6 1 
-6 .7 

-21.7 
-27.8 
-28.9 
-32.2 

-43.9 
-30.0 
-30.6 
-31.7 
-33.3 
-38.9 

-41.1 
-31.7 
-32.2 
-33.3 
-38.3 

-8 .3 
-12.2 
-13.3 
-15.0 
-17.8 

Ps 
MN/m2 

.229 

.165 

.143 

.133 

.127 

.225 

.169 

.157 

.136 

.125 

.227 

.183 

.173 

.132 

.215 

.205 

.191 

.181 

.163 

.136 

.201 

.201 

.183 

.165 

.136 

.206 

.187 

.180 

.172 

.152 

Ts 

C 

25.0 
56.1 
52.8 
43.3 
37.8 

32.2 
38.9 
36.1 
23.9 
15.6 

27.8 
10.0 
6.7 

-8 .9 

-15.0 
-24.4 
-26.1 
-27.2 
-30.0 
-28.3 

-23.9 
-24.4 
-27.2 
-29.4 
-34.4 

33.3 
29.4 
26.7 
22.8 
11.1 

M e a s u r e d and r e d u c e d test data. V o r t e x tube insu la ted P\ — 

Pi 
MN/m2 

.102 
II 

11 

II 

II 

" 
.103 

n 
ii 

ii 

.102 
n 

" 
.103 

El 

11 

11 

• 11 

It 

11 

.103 
" 
H 

ii 

» 
n 

.102 

.102 

.103 
11 

11 

" 
II 

M 

T2 

°C 

8.9 
6.1 
4.4 
1.7 
0.0 

-1 .1 

-11.1 
-13.3 
-14.4 
-16.7 
-17.8 
-17.8 
-17.8 

-23.3 
-23.3 
-24.4 
-25.6 
-26.7 
-27.8 
-27.8 

-24.4 
-25.6 
-25.6 
-27.2 
-28.9 
-31.1 
-32.2 
-32.2 

-23.3 
-23.9 
-24.4 
-26.7 
-28.3 
-30.0 

Ps 
MN/m2 

.203 

.187 

.177 

.158 

.148 

.141 

.220 

.205 

.197 

.177 

.158 

.150 

.140 

.225 

.213 

.205 

.187 

.167 

.155 

.148 

.246 

.219 

.208 

.190 

.169 

.157 

.148 

.139 

.250 

.219 

.210 

.191 

.170 

.157 

Tg 
°C 

43.3 
50.0 
48.3 
41.1 
32.8 
26.1 

37.8 
32.8 
27.8 
20.0 
14.4 
7.8 
3.3 

7.2 
3.3 
2.2 
1.1 

-1.7 
-4 .4 
-8 .3 

0 
-6 .7 
-5 .6 
-6.7 
-7 .2 

-12.2 
-14.4 
-18.3 

-4 .4 
-4 .4 
-5 .6 
-6 .1 
-7 .8 

-11.1 

mx 102 

kg/s 

.136 

.121 

.125 

.126 

.129 

.126 

.128 

.133 

.138 

.150 

.154 

.157 

.155 

.163 

.183 

.171 

.175 

.172 

.169 

.175 

.184 

.172 

.179 

.175 

.183 

.149 

.143 

.144 

.144 

.152 

.791 M N / m 2 

mxlO2 

kg/s 

.135 

.132 

.132 

.135 

.138 

.134 

.153 

.151 

.152 

.151 

.152 

.158 

.161 

.170 

.166 

.165 

.160 

.162 

.166 

.162 

.171 

.171 

.167 

.165 

.166 

.167 

.170 

.174 

.171 

.172 

.169 

.167 

.167 

.171 

M 
-

1.000 
.856 
.717 
.577 
.436 

1.000 
.865 
.792 
.606 
.453 

1.000 
.833 
.772 
.421 

1.000 
.898 
.848 
.793 
.677 
.456 

1.000 
.899 
.801 
.688 
.476 

1.000 
.879 
.817 
.755 
.517 

M 

-

1.000 
.931 
.871 
.740 
.612 
.640 

1.000 
.939 
.887 
.765 
.648 
.538 
.421 

1.000 
.945 
.896 
.780 
.668 
.560 
.420 

1.000 
.946 
.896 
.785 
.674 
.560 
.444 
.329 

1.000 
.947 
.898 
.788 
.677 
.568 

discharge temperature variation with changes in the cold fraction fc Fig. 3 shows the hot and cold side discharge temperatures obtained 
and with inlet conditions varied from superheated to a saturated during the flow-rate adjustments performed in test No. 9. The inlet 
mixture of liquid and vapor. Some of the temperature data are plotted condition for these runs is superheated vapor and, as expected, the 
in Figs. 3-7. resulting temperature curves are very similar to those for air and other 
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'ao.oo 10. ao 

Cold Fraction {%) 

Fig. 3 Discharge temperature variation with cold fraction (percent) for test 
No. 9 where p, = .791 MN/m2, T-, = 18.9°C, Xi = 1.01 at ft = .8 

gases. There is a large temperature separation (T3 — Ty over the 
entire range of the cold fraction (ft) with the maximum separation 
occurring at a cold fraction of around 85-95 percent. 

When the inlet propane is cooled to a liquid-vapor mixture state, 
some temperature separation at the hot and cold discharges still re
mains. In Fig. 4, the inlet propane is at 80 percent quality but at the 
same pressure as that of Fig. 3. A hot-cold temperature separation of 
about 40 °C is still maintained but both the cold and hot side tem
peratures are lower than those of Fig. 3. 

Continued reduction of the inlet quality rapidly diminishes the 
discharge temperature separation as noted from the data plotted in 
Fig. 5. The inlet quality for Fig. 5 is about 71 percent and the tem
perature separation has diminished to only a few degrees. The "hot" 
and cold side discharge temperatures are well below the inlet tem
perature of about 17° C. 

The relatively large cold side temperature decrease, at cold fractions 
(iii) near 100 percent in Fig. 5, are not indicated in the data at higher 
qualities. At these cold fractions there is very little net flow from the 
hot side discharge and the main flow is through the cold side. The 
authors are not certain why this large temperature drop occurs but 
it is likely that, under these conditions, many of the liquid droplets 
formed at the inlet are rapidly vaporized at the vortex tube nozzle 

1 0 . 0 0 6 0 . 0 0 8 0 . 0 0 

Cold Fraction (%) 

Fig. 4 Discharge 
No. 10 where pi = 

temperature variation with cold fraction (percent) for test 
: .791 MN/m2, 7, = 17.2°C, xn = .799 at ft = .8 

H0.00 B0.00 B0.00 

Cold Frac t ion (%) 

Fig. 5 Discharge temperature variation with cold fraction (percent) for test 
No. 12 where p, = .791 MN/m2, T, = 18°C, x-, = .706 at ft = .8 

• A AT , AT TFSTS 8-21 Non-Insulated Vortex Tube 

0 A AT , AT TESTS 22-̂ 26 Insulated Vortex Tube 

B Q 
N< 

y 

AT 

\ 
D 

Ts<=r 

s U 

t h a l p i c 

%N 9 i 

-I 1 h- |_A ,_ 

A 
A A 

A A 

' AT Isenthalpic 

A A A A 

O AT TESTS 8-21 Non-Insulated Vortex Tube 

® AT„ TFSTS 22-26 Insulated Vortex Tube 

Fig. 6 Temperature differences versus inlet quality x^ for p-, = .791 MN/m2 Fig. 7 Temperature separation versus inlet quality x-, for p, = .791 MN/m 
and interpolated to ft = .8 for each test. ATH = T3 - T-,, ATC = T-, - T2. and interpolated to ft = .8 for each test. Ar s = T3- T2. 
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discharge, thereby reducing the heating effect normally occurring in 
the hot side flow. This situation would result in lower temperatures 
through the cold discharge. The one high temperature (—15°C) at n 
= 1 represents data taken at the hot side discharge tube with zero net 
flow and the heat transfer mechanism causing this temperature 
anomaly is likely due to extensive wall friction effects on the hot side 
vortex flow downstream from the inlet nozzle. 

The effect of varying inlet quality on the discharge temperatures 
is summarized in Figs. 6 and 7, where the pertinent temperature dif
ferences are plotted against inlet quality. Each of these temperature 
differences are obtained from the data of a test run series by inter
polating to the cold fraction flow ratio of ix = 0.8. 

In Fig. 6 hot side temperature difference ATH = Ts — T\ is at'about 
15 °C for superheated (xi > 1) inlet flows. As the inlet quality is re
duced the hot side temperature difference is reduced and the hot side 
discharge temperature is equal to the inlet temperature at an inlet 
quality of about 90 percent. For lower inlet qualities the hot side 
temperature difference becomes negative and appears to approach 
a definite lower limit, which is about — 50°C for this particular test 
system. 

The cold side temperature difference ATc = Ti — T2 is also shown 
on Fig. 6. At superheated inlet conditions the difference is about 20-
°C and as the inlet quality is reduced the cold side temperature dif
ference increases to an upper limit of about 50°C. 

The temperature difference between the hot and cold side of the 
vortex tube is called the temperature separation and is sometimes the 
item of primary importance in applications. The temperature sepa
ration is AT"s = T3 — T<i = ATH + ATc and can be easily found from 
the data of Fig. 6. The temperature separation is plotted in Fig. 7. It 
can be observed that the temperature separation for superheated 
inlets is around 35-40° C and then drops off to zero for inlet qualities 
below about 70 percent. Note that the temperature separation of 
about 5°C at the lower inlet qualities on Fig. 7 are due mainly to the 
back pressure difference on the hot and cold side discharges rather 
than vortex flow effects in general. 

Observation of the data of Figs. 6 and 7 leads to the conclusion that 
significant temperature separation can be maintained in the vortex 
tube when the inlet becomes a saturated mixture of liquid and vapor 
as long as the inlet quality is not too low. For this test system the lower 
inlet quality limit is about 80 percent. 

Application of the first law of thermodynamics can aid in under
standing the vortex tube flow phenomena. In its simplest form the 
law can be written for this system as: 

In l e t 
Pressure 

q = [/ih2 + (1 - ii)h3] -hi (3) 

where q is the heat transfer through the walls of the tube per unit mass 
of propane flowing. Quite often in vortex tube flows the heat transfer 
term q is negligible or the tube is insulated; therefore, the discharge 
enthalpies must be related to the inlet enthalpy as: 

ixh2 + (1 - n)hz = hi (4) 

Because of the highly complicated flow pattern, a fundamental pro
cess law has not yet been established relating the separate discharge 
properties h2 and h3 to hi so that only the general relationship (4) can 
be asserted at the present. The effectiveness of the Ranque-Hilsch 
process may be observed by comparing this process to one of pure 
throttling, or the isenthalpic process. That is, if each side (hot and 
cold) of the tube were considered to be simple throttling processes to 
the lower discharge pressure p*; then P2 = P3 = p * and^2 = h$ = h* 
= hi so that T2 = To, = T* also. A separation of h2 from I13 and of T2 

from Ts indicates a Ranque-Hilsch process is occurring. 
The pressure-enthalpy diagram for propane [15] is useful when 

considering the thermodynamic process which takes place from inlet 
to discharge. Such a diagram is illustrated schematically as Fig. 8. The 
slope of the saturated vapor line is positive from low pressures to the 
inlet pressure (0.791 MN/m2) used in these tests. If the vortex tube 

. flow process were similar to adiabatic throttling, the process line would 
be one of constant enthalpy to the appropriate discharge pressure. 
When the inlet state is superheated at p i = .791 MN/m2 the isen
thalpic temperature drop remains essentially the same for all inlet 

Fig. 8 Schematic plot of pressure-enthalpy diagram for propane (see data 
of [15]). Also shown are three isenthalpic process lines labelled I, II, III 

temperatures (not too highly superheated) and the discharge state 
becomes even more superheated relative to the saturation tempera
ture at the discharge pressure. This effect is noted by considering 
processes I and II in Fig. 8. When the inlet state is reduced to the 
saturation temperature (17.9°C atpi) and is moved into the saturated 
mixture region, as indicated by process III in Fig. 8, the discharge for 
an isenthalpic expansion will remain in the superheat region until the 
inlet reaches a quality of about 80 percent. Further reduction of inlet 
quality (at constant pi) causes no additional isenthalpic temperature 
changes since isotherms in this region are horizontal lines. 

Again considering the isenthalpic processes indicated in Fig. 8, the 
temperature differences for various inlet qualities can be determined. 
For instance, assuming the hot and cold side discharges are at the 
same pressure then T3 = T2 so that ATH = - ATc and ATs =0 . It is 
qualitatively easy to see how ATc changes with inlet quality *i . For 
superheated (xi > 1) inlets ATc has a value (like 12°C) and as the 
inlet condition is changed to saturated vapor (xi = 1), ATc remains 
about the same. As the inlet quality is further reduced (xi < 1), ATc 
increases since the inlet temperature T\ now remains constant while 
T2 continues to get smaller. Then, when the discharge condition 
reaches the saturated vapor line, no further increase in ATc can occur 
since T2.now remains constant. In the actual process the hot and cold 
side pressures are different due to the flow control valve on the hot 
discharge side. Hence, even if the actual process were isenthalpic there 
would be a difference in discharge temperatures T2 and T3 due to this 
pressure difference P2 and P3. Taking this pressure difference into 
account but assuming isenthalpic flow the temperature, differences 
ATH and ATc were computed. The resulting temperature differences 
ATH and ATc for an assumed isenthalpic expansion are plotted on 
Fig. 6 for comparison with the experimental vortex tube data. 

From Figs. 6 and 7 it may be observed, by comparing the isenthalpic 
results with the experimental data, that the vortex tube temperature 
separation phenomena is exhibited in the superheated region and into 
the mixture region for higher inlet qualities and the process is defi
nitely not isenthalpic. However, as lower inlet qualities are encoun
tered the hot and cold side expansions become more closely associated 
with pure throttling or the constant enthalpy process. 

Heat exchanger data at the hot and cold discharges was not ob
tained so that h2 and h3 cannot be determined by a method similar 
to that used to determine h\. However, as long as the discharges re
main superheated the enthalpies can be determined from measure-
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Table 3 Enthalpy and quality data 
Units of h are MJ/kg 

Test-
Run 

8-2 
9-4 

10-6 
12-5 
13-4 
20-5 
22-3 
23-4 
24-4 
25-4 
26-4 

M 

-

.856 

.792 

.772 

.792 

.801 

.817 

.870 

.765 

.780 

.785 

.788 

h2 

Cold 

-1.519 
-1.565 
-1.648 
-1.671 
-1.723 
-1.611 
-1.552 
-1.635 
-1.636 
-1.633 
-1.687 

hi 
In 

-1.511 
-1.552 
-1.626 
-1.658 
-1.700 
-1.594 
-1.543 
-1.610 
-1.620 
-1.620 
-1.663 

h3 

Hot 

-1.466 
-1.502 
-1.552 
-1.607 
-1.607 
-1.519 
-1.480 
-1.530 
-1.562 
-1.574 
-1.573 

X2 
Cold 

1.25 
1.14 
.94 
.89 
.77 

1.03 
1.17 

.97 

.97 

.98 

.85 

Xl 

In 

1.13 
1.01 
.80 
.71 
.58 
.89 

1.04 
.84 
.81 
.81 
.69 

* 3 
Hot 

1.35 
1.26 
1.14 
1.00 
1.00 
1.21 
1.31 
1.19 
1.11 
1.08 
1.08 

Note:pi = .791, p2 = .103, p 3 = .157 - .191 MN/m 2 

ment of the pressures and temperatures. When the cold side discharge 
becomes saturated and begins to condense, equation (4) can be used 
to determine h2 (x2) as long as the hot side remains (sufficiently) su
perheated. When both the hot and cold side discharges are saturated 
mixtures, there can be no determination of the enthalpies from this 
data. 

Of course the use of equation (4) to establish the enthalpy h2 de
pends on the validity of neglecting the heat transfer term q in equation 
(3). A heat transfer analysis was performed on the system assuming 
conditions which would produce the greatest possible heat transfer. 
The heat transfer term q was found to be negligible for these energy 
levels. Radial heat flow considerations show that a maximum q of .005 
MJ/kg could possibly be expected to flow into the propane at the 
lowest temperature conditions where the inlet is at about x\ = 60 
percent and the propane flow rate is about .18 X 10~2 kg/s. A second, 
fin-like longitudinal analysis indicates a maximum possible heat flow 
of .01 MJ/kg. Even if these heat flow rates were realized the error in 
using equation (4) would be small. It is realistic to expect heat flows 
of an order of magnitude less than these "conservative" computations, 
hence equation (4) should predict hi with reasonable accuracy. The 
test data of Figs. 6 and 7 indicate no significant differences between 
the insulated and non-insulated vortex tubes and tend to verify this 
conclusion. 

Since the thermocouples produce an error in indicated temperature 
reading it is not possible to determine, by pressure and temperature 
readings alone, when the fluid becomes a two-phase, liquid-vapor 
mixture. Therefore equation (4) was used to determine the enthalpy 
of the cold discharge h2 whenever h$ could be determined from the 
(superheated) pressure and temperature conditions: h2 = [hi — (1 — 
n)hs]/n. The discharge enthalpies and qualities were computed for 
several test runs and are tabulated for the readers convenience in 
Table 3. From these values the deviation of the process from one of 
pure throttling is easily noted. 

The use of a mass basis or quality (x{) can be misleading in deter
mining the type of two-phase flow which exists. In these tests the flow 
at the inlet in the saturated mixture region should be of the "mist" 
or "fog" type since the volume basis or void fraction (ai) is quite high. 
For the inlet pressure of .791 MN/m2 the void fractions are: ai = .97, 
.99,1.0 corresponding to qualities of: x\ = .5, .8,1.0. The relation be
tween the two being: a\ = vg\X\lvi where ui = u/i + (1 — x)ufgl. 
Therefore, the liquid droplets which may form are expected to be of 
very small diameter and to essentially pass into the tube with the 
vapor. 

The major conclusions which can be observed from these data fol
low: 

For a vortex tube using propane with a .791 MN/m2 inlet pres
sure, the hot and cold side discharge tube temperature sepa
ration remains significant when the inlet quality is above about 
80 percent. 
When the inlet quality drops below 80 percent the temperature 
separation diminishes to an insignificant level with both hot and 
cold tube producing similar effects. 
Although the discharge temperature separation diminishes for 
inlet qualities below 80 percent, the discharge enthalpies still 
exhibit considerable difference between hot and cold sides in
dicating that the Ranque-Hilsch process is still in effect. 
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Natural Evaporation of Sodium 
with Mist Formation 
Part I—Measurement of Evaporation Rates and 
Comparison of Values against Theoretical 
Predictions 

(0 
Measurements were made of the rate of natural evaporation into a stagnant argon or heli
um atmosphere from a rectangular-shaped surface of liquid sodium placed on the bottom 
floor of an evaporation test box. The tests were carried out at various levels of sodium tem
perature and inert gas pressure under conditions where mist formation could be expected. 
The values obtained as the Sherwood number were compared with those predicted by var
ious theoretical models. The overall results revealed that the enhancement of evaporation 
brought about by mist formation significantly increased as the sodium temperature did. 
It was concluded that the previous theoretical models were not adequate for obtaining 
correct values for the evaporation rate) 

1 Introduction 

Many unexamined phenomena have appeared in recent develop
ments of sodium-cooled fast breeder reactor technology. One of them 
is sodium evaporation into the argon gas phase under conditions of 
mist formation. In practice, such evaporation may take place from 
either the free surface of a sodium pool in a reactor vessel or the so
dium wetted surface of a spent fuel assembly removed from the pool. 
The process of evaporation is, in general, complicated by the inter
dependent relations which hold among and between fields of flow, 
temperature and vapor concentration. In the present case, however, 
the physical conditions were not as complicated due to the low partial 
pressure of the sodium vapor, which prevails under normal conditions 
of fuel handling. The low vapor pressure caused the velocity of 
evolving vapor from the sodium surface to become negligible; conse
quently, the flow and temperature could be treated as independent 
of the sodium concentration in the gas phase. 

On the other hand, the importance of the sodium mist generation 
in the argon atmosphere must be considered. Sodium mist is gener
ated when liquid sodium of a certain temperature is brought into 
contact with argon gas at a distinctly lower temperature. This mist 
gives rise to a steepening of the gradient of the sodium vapor con
centration in the vicinity of the surface of evaporation, which, in turn, 
enhances the evaporation rate. 

While a few experimental studies are available on sodium evapo
ration [1-3], these reports deal mainly with its practical aspects and 
lack adequate bases for theoretical evaluation. In Hayashi's, et al. [4] 
studies of naphthalene fogging in the stream of the natural convection 
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from a vertical plate, the temperature difference between the plate 
and its surroundings was so small (20-40° C) that the enhancement 
of the evaporation rate was not large and same order comparable to 
the conventional evaporation rate of water or alcohol in a cold at
mosphere. Some of the authors [5] have measured the rate of evapo
ration from a narrow rectangular sodium surface at the bottom of a 
duct at temperatures from 320 to 500° C into a forced argon flow at 
various temperature levels. Their results revealed that the Sherwood 
number for evaporation varied significantly according to the tem
perature differences occurring between the sodium and argon atmo
sphere. 

The same authors [6] measured the rate of natural evaporation from 
a narrow rectangular sodium surface on an isothermal horizontal 
plate, and the heat transfer from the same geometry as the evapora
tion apparatus. The enhancement of both the forced and the natural 
evaporations was of the same order in spite of the difference in geo
metrical and physical conditions. 

The present paper presents the measurements of the natural 
evaporation of sodium from a similar apparatus into calm argon and 
helium atmospheres. The theoretical Sherwood numbers were nu
merically calculated with both the conventional method of mass 
transfer and the models proposed by Hills, et al. [7] and Turkdogan 
[8], In order to evaluate the theoretical models, the resulting Sherwood 
numbers were compared with those obtained experimentally. 

2 Experimental 
2.1 Apparatus and Procedure. Figure 1 shows the arrangement 

of the present equipment for the sodium evaporation experiments. 
The equipment consists of an evaporation test section, a sodium tank, 
and an argon gas supply and vacuum system. Details of the evapora
tion test section are shown in Fig. 2. The section consists of a box and 
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TEST SECTION 

SODIUM 
VALVE 

SODIUM 
TANK 

ROTARY 
PUMP 

ARGON 
BOMB 

Fig. 1 Schematic diagram of sodium evaporation system 

a bottom plate. The box is 260 mm in width, length and height with 
three windows on the side walls which are used to observe the levels 
and surface conditions of the sodium. The bottom plate is equipped 
with a funnel-shaped pot 20 mm in width, 100 mm in length, and 98 
mm in height. A gap of 2.5 mm is made between the pot and the bot
tom plate as shown in Fig. 2. This permits the decrease of heat con
duction from the pot to the bottom plate. The outer surface temper
ature of the box was measured at various points with glass-sheathed 
thermocouples. The sodium surface temperature was measured with 
two stainless-steel, sheathed thermocouples of 1 mm OD which are 
immersed into the sodium to a depth of 10 mm. 

The test section was first evacuated to about 0.05 torr. and charged 
with argon to the atmospheric pressure or higher. All of the equipment 
exposed to sodium were electrically heated to a prescribed tempera
ture at which they were maintained by means of voltage regulators, 
with the exception of the sodium pot. During the evaporation of the 
sodium, the temperature of the sodium pot was controlled by a pro
portional, integral and differential regulator which was within ±0.5°C 
of the prescribed temperature. The liquid sodium was then pushed 
up to the pot by applying pressure to the sodium tank. A temperature 
equilibrium was established over the sodium pot within 10 min after 
sodium charging. The sodium level was carefully adjusted flush with 
the floor of the box. Most of the evaporated sodium became mist and 
was deposited on the top and bottom surfaces of the test section. 

The deposited sodium mist was collected by wiping the surfaces 

ZZZZZ, I 
TO VACUUM 
AND INERT GAS 

ISOTHERMAL CHARGE LINE 
PLATE £ 
/ , , r > -WINDOW 

GROOVE FOR 
WATER COOLING / | 'SODIUM CHARGE LINE 

HEATER SODIUM POT 

Fig. 2 Details of evaporation test section 

several times with clear, wet gauzes after the apparatus was cooled. 
The residual sodium on the surfaces was within 1.0 percent of the total 
deposited sodium. The deposition of mist on the evaporation surface 
was not observed during testing. The collected sodium was dissolved 
in 1 liter of distilled water for measurement. 

2.2 Sherwood Number and Physical Properties. 
1 Sherwood number: The evaporation rate is expressed by 

m = llDPM(u>Na,w - l"Na,»). U) 

Using the ideal gas law, the partial density of gas is given by 

PM = MMPM/RT. (2) 

Neglecting the term u)Na,» since w N . . « u>Na,iu> the mass transfer 
coefficient ho can be expressed by 

ho = m/PMU>Na,w = m(RTIPfia,eq,wMtia). (3) 

The Sherwood number is readily expressed as 

Shc = hD£/D = m(R£/PNR,eq,wMua)(T/D)r (4) 

where (T/D)r is the value determined from a reference tempera
ture. 

2 Diffusion coefficient: To evaluate the diffusion coefficients, 
Moulaert's theoretical expression [9] for the Na-Ar mixture, and 

• N o m e n c l a t u r e -

a = thermal diffusivity 
B, C = constant in equation (11) 
d = half-width of sodium or heated surface 

; specific heat 
D diffusion coefficient 
e = gap between a heated surface and an 

isothermal plate 

g = gravitational acceleration 
H = heat of condensation or evaporation 
h[) = mass transfer coefficient 

J = volumetric steady-state nucleation rate 
(number of droplets per unit volume and 
time) 

t = width of sodium surface 
M = molecular weight 
m = evaporation rate 
P = total pressure 
Ptt = vapor pressure 
R = universal gas constant 
scrit = supersaturation ratio 
T = absolute temperature 
AT = temperature difference between sodi

um and inert atmosphere 
u, v = velocities in the x and y directions, 

respectively 

w = mass fraction of sodium vapor 
x, y = coordinates of horizontal and vertical 

directions 
am = mass accommodation coefficient 
j8 = coefficient of thermal expansion 
/> = kinetic viscosity 
p = density 
a = surface tension force 
S2 = vorticity (= - V2^) 

Dimensionless Quantity 

Gr = Grashof number (= £3gl3AT/v2) 
Le = Lewis number (= a ID) 
Pr = Prandtl number (= via) 
Ra = Rayleigh number (= Pr-Gr) 
Sc = Schmidt number (= v/D) 
Sh = Sherwood number (hpi/D) 
X, Y = dimensionless coordinate in equation 

(17) 
6 = dimensionless temperature 

of mass fraction 

i/- = dimensionless stream function in equa
tion (18) 

Subscript 

a = actual vapor pressure 
ACSM = analytical expression by Rosner 
Ar = argon 
crit = critical supersaturation 
e = experiment 
eq = equilibrium vapor pressure 
HI = by equation (10) 
L = liquid 
M = gas mixture 
Na = sodium 
n = position of nucleation 
NM = numerical calculation without mist 

formation 
NCSM = numerical calculation with mist 

formation 
r = reference temperature 
v = vapor 
w — evaporation or heated surface 
°° = atmosphere or isothermal plate 

Journal of Heat Transfer MAY 1979, VOL. 101 / 307 

Downloaded 21 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Aref yev's semiempirical expression [10] for the Na-He mixture were 
used. These expressions are as follows; 

for the Na-Ar mixture, D = 5.16 X 1Q-ST3'2/P (5) 

T U-66 
for the Na-He mixture, D = 2.5 X 

723/ 
(6) 

Recently some authors [11] have measured the diffusion coefficient 
of sodium in argon or helium gas on the basis of the Stefan method 
and have verified that the values calculated by these expressions 
agreed with experimental diffusion coefficients ±10 percent. 

3 Sodium vapor pressure: The equilibrium vapor pressure of so
dium was evaluated using the equation of Ditchburn-, et al. [12]: 

^ogP Na.eg : - 5567/7 - 0.5^ogT + 9.235. (7) 

4 Critical supersaturation scrjt: Epstein, et al. [13] derived the 
following relation between scrj t and T, 

2[£nsclit]
s + In 

'Pu^y loMu\Ui 

T I \ PL + 

59.82 - £n Jc, [in^tf- 17.49 $ 3 ( ~ ) = 0 . (8) 

The scrit is calculated by substituting an assumed value of JCrit into 
equation (8). The authors allowed the nucleation rate Jcrjt (nuclei 
cm - 3s _ 1 ) to be as high as 105, then the value of scrj t by the following 
simple expression was approximated, 

scrit = exp(2957.1/T - 2.2142). (9) 

If we allow the other value of JCrit to be as high as 1010 or as low as 1, 
we arrive at a Sherwood number of =F 10 percent, which is different 
from that obtained by assuming JCIit = 106, because Jcrit has relatively 
little effect on the corresponding value of scrit. 

5 Physical properties of mixtures: The equilibrium vapor pressure 
of sodium at 500°C is approximately 0.005 atm; therefore, the 
transport properties for the present case may be identified with those 
of argon or helium gas. 

6 Reference temperature for evaluation of the physical properties: 
The temperature to which parameters should be referred is not well 
defined in the case where mist formation significantly enhances 
evaporation. The Sherwood number was, therefore, evaluated on the 
basis of a film temperature, as done in conventional heat and mass 
transfer calculations, since the main purpose of this paper was to show 
the enhancement in evaporation brought about by mist formation. 

2.3 Error Evaluation in Determination of Experimental 
Sherwood numbers. To evaluate errors in experimental Sherwood 
numbers, the following discussion was made regarding the several 
errors sources inherent in the present data arrangement. 

1 Temperature of sodium surface. For measurement purposes, 
two sheathed-thermocouples of 1 mm OD were used. These were 
calibrated within ±0.5° C error at the melting point of zinc (purity: 
99.9995 in weight percent, melting point 419.46°C). The maximum 
error of the sodium surface temperature can be expected at least to 
be within ±1.0°C, which corresponds to 2 ~ 3 percent error of the 
sodium vapor pressure. Uncertainty coming from the nonuniformity 
of the sodium surface temperature ±0.5 percent was also included in 
this error. 

2 Residual sodium on the box surfaces. The deposited sodium 
mist collected by wiping the surfaces several times with clear, wet 
gauzes after the apparatus was cooled. The residual sodium on the 
surfaces was within 1.0 percent of the total deposited sodium. 

3 Sodium vapor pressure. The equilibrium vapor pressure of 
sodium by Ditchburn, et al. [12] may include the uncertainty of about 
4 percent in the low temperature range of the present experiments. 

4 Diffusion Coefficient. Recently some authors [8] have mea
sured the diffusion coefficient of sodium in argon or helium gas on the 
basis of the Stefan method and have verified that the values calculated 
by Moulaert's theoretical expression for the Na-Ar mixture and Ar
ef yev's semi-empirical expression for the Na-He mixture agreed with 
the experimental diffusion coefficients within ±10 percent. 

As the experimental diffusion coefficient was evaluated on the basis 
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Fig. 3 Vapor profiles versus distance from evaporation surface 

of the sodium vapor pressure, it needs not to add the uncertainty of 
the sodium vapor pressure for account of the total error in determi
nation of the experimental Sherwood numbers. Hence, the maximum 
possible uncertainty in determination of the experimental Sherwood 
numbers amounts to ±14 percent in the low temperature range of the 
present experiments. 

3 T h e o r e t i c a l 
3.1 An Outline of Previous Evaporation Theories. For sim

plicity, it is assumed that a steady state boundary layer is established 
and an evaporation surface is maintained at an equilibrium vapor 
pressure. The vapor pressure is low in comparison with the total 
pressure of the system. The Stefan flow at the evaporating surface 
is considered to be negligible, and the heat released upon condensation 
does not significantly affect the steady state temperature distribution 
near the heated surface. Under these circumstances, the evaporation 
theory models can be understood with reference to Fig. 3, which dis
played the actual and hypothetical vapor pressure profiles in the vi
cinity of the evaporating surface. 

Two extreme cases can be shown. In the first case, condensation 
did not occur within the thermal boundary layer. The profile of the 
vapor pressure was shown by Pv in Fig. 3. This led to conventional 
mass transfer, and, hence, the minimum rate of evaporation. For 
natural convection from the present geometrical system, the so-called 
boundary layer approximations could not be applied; therefore, a 
numerical analysis can be attempted for an enclosure similar to the 
geometry of the evaporation test section. 

The second extreme was that in which condensation maintained 
the local vapor pressure at a thermodynamic equilibrium Pu,eq{T), 
corresponding to each temperature T in the boundary layer. For this 
simpler case Hills and Szekely [7] have proposed an evaporation 
theory which takes into account the temperature disturbance due to 
the heat released upon condensation. For a case of low equilibrium 
vapor pressure in this equation we have: 

S h H J _ CI T 

Nu Tw T, '' 
(10) 

where Shni is the Sherwood number for the case of mist occurrence, 
and Nu is the Nusselt number for a similar geometry system of 
evaporation, which corresponds to the first extreme if the Lewis 
number is equal to unity. In the following vapor fraction-temperature 
relationship, C is constant: 

, = PB-C/T (11) 

Recently Turkdogan [8] proposed a quantitative treatment of the 
intermediate case, which is the so-called critical supersaturation 
model (CSM). In the model they assumed that the actual vapor 
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pressure profile Pv(y) is tangent to the pressure P„,crit(y) of critical 
supersaturation at the point of intersection yn. The assumption is 
expressed in the equations: 

Pu(yn) = Pu,a\t(yn) 

dy )y*yn dy 
(12) 

In other words, these conditions mean that, physically, the vapor 
pressure is steadily maintained at a critical supersaturation where 
the plane of homogeneous nucleation occurs. Later the CSM was 
analytically formulated and generalized by Rosner [13] with further 
generalizations made by Epstein et al. [14]. Rosner proposed a simple 
expression for the enhancement ratio (Sh/Nu) in terms of a universal 
function implicitly containing condensation kinetics. However, it 
appears to be doubtful that a direct application of the expression to 
the present geometrical system can be made, because the following 
Rosner assumptions were not strictly satisfied in the present sys
tem: 

1 The distance yn to the point of nucleation is small compared 
with the local radius of the curvature of the surface. 

2 The actual temperature profile up to the point of nucleation 
is linear with the slope (dT/dy)y=o-

3.2 Numerical Method. 1 Sherwood number with no mist 
formation. Some of the present authors [15] have proposed a method 
of numerical calculation for natural convection from a narrow hot strip 
on a large isothermal horizontal plate, and have shown that the cal
culated results are in good agreement with their experimental Nusselt 
number. In this system the governing differential equations are ex
pressed by 

(13) 

u 
du 

dx 

du 
u — + 

dx 

dv 
+ v — = 

dy 

dx 

du 
j — 

i>y 
l 

+ — = 
i>y 

1 

_d_p + 

?>y 

o, 

— + <<V2u, 
dx 

/<V2i. 
T- Tco 

(14) 

(15) 

In the present case, the boundary conditions were the same as the 
system [6] proposed previously, except for the gap between the heated 
surface and the isothermal plate, as shown in Fig. 4. The boundary 
conditions were expressed as, 
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Details and temperature profile around the gap 

0 £ X < » , y — oo; T = T „ , U = V = 0 

0 £ x < d, y = 0: T = Tw, u = u = 0 

d £ x < d + e, y = 0: T = Tw + ( T „ - T,„) 
x — d 

(16) 
du 
— = v = 0 
i>y 

d + e | i < » , j = 0 : r = T„, u = u = 0 

x ~* », 0 £ y < » : T = T„, u = v = 0 

x = 0, 0 < y < co; = 0, u = — = 0 
dx dx 

The dimensionless variables were introduced by taking d as the ref
erence length, 

T- T„ x y 
X = ~,Y = -,0 = -

d d Tw — T« 

(17) 

The dimensionless stream function ip was defined by 

a dtp 

d dY' 

Then, combining equations (14) and (15), the vorticity equation is 
expressed by 

« dip 
u , u : 

ddX 
(18) 

VV : 

Pr 

d d\p d dip) 

dX r dY dY dXj 

+ Rad 
dfl 

dX 

v2e--

and the transformed energy equation was 

dfl di/> dO dj 

dXdY dYdX' 

The boundary conditions are also transformed to 

dip 
0 < X < % y - * » : 8 = 0,ii = — = 0 

dY 

dip 
0 ^ X < 1, Y = 0: 0 = 1, J> = —- = 0 

dY 

e x — d 
1 £ X <l+-,Y= 0:0=1 , 

d e 
d2iP di/v 

(19) 

(20) 

dXdY dY 

e dip 
1 + - s X < oo, Y = 0: fl = 0, ip = — = 0 

d~ dY 

dip 
X ^ », o :£ Y < »: 0 = 0, <p = —- = 0 

dX 

(21) 

X = 0, 0 < Y < 
d8 

dX' 

d2i> 
0, f = — ~ = 0 

dX2 

The simultaneous differential equations (19) and (20) which were 
subject to the boundary conditions (21) could be solved numerically 
by the successive over-relaxation method. Calculations were carried 
out for two Rayleigh numbers of 40,000 and 900 which corresponded 
to the argon and helium atmospheres, respectively. 

The resulting velocity and temperature distributions were used to 
analyze numerically the differential equation of mass transfer, 

dw dw T^„„ 
u — + u — = DV2w. 

dx dy 
The following dimensionless variable was introduced 

U'Na _ K'Na,-

a> = , 

and then equation (22) was transformed to 

do) dip do) di^ 
V2w = Le 

(22) 

(23) 

(24) 
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d X d Y dYdXj 

The boundary conditions in the dimensionless form were expressed 
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in the following form in place of 0 to w, 

O s X < » , y ^ « . : u = 0 

0 £_X < 1, Y= 0:o>= 1 

e , , i - d 
i s x < i + - , y = o . o ) = i 

d e 
i + - < x < », y=o.-w = o 

d ~ 

(25) 

X 0 s y < °>; a; = 0 

x = o, o s y < 
do} 

dX 
0 

Equation (24) subject to equation (25) was also analyzed numerically 
with precalculated velocity and temperature fields. 

2 Sherwood number by CSM. The prescribed tangency condi
tion could not be applied directly to the present numerical method. 
Instead of the tangency condition, the following condition, in which 
the dimensionless concentration w never exceeds the critical super-
saturation scrjt, is imposed in addition to the boundary condition 
(25), 

w £ scM. (26) 

The main difference between the present calculation and that by 
Rosner et al. was our taking into account the gas flow. 

3 Sherwood number by Hills, et al. In a similar manner to the 
CSM, the Sherwood number by Hills et al. was readily obtained by 
assuming co s 1(= PVIPL, rq) in addition to the boundary condition 
(25). 

4 Calculation. The variations in the Rayleigh number evaluated 
on film temperature were from 38,000 to 42,000 for argon, and 800 to 
1,000 for helium, respectively, against the temperature change of the 
surface of sodium from 300°C to500°C at the surrounding tempera
ture of 30°C. The variations of the Lewis number were from 1.50 to 
1.84 for argon, and 3.05 to 3.12 for helium, respectively, against the 
same range of sodium temperature. Thus, the numerical calculations 
by CSM were performed on the assumption of constant Rayleigh and 
lewis numbers of 40,000 and 1.67 for argon, and 900 and 3.1 for helium, 
respectively. 

4 Compar i son and D i s c u s s i o n 
4.1 Argon Atmosphere. The Sherwood numbers were pre

sented in Fig. 5 against sodium temperature TN 0 . 
The figure revealed, notably, that: 
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Fig. 5 Effect on Sherwood number brought about by variation of sodium 
temperature (argon atmosphere) 

1 Sh,. increased from one to three times as large as those predicted 
numerically by assuming no mist formation with increasing TN 3 , 

while SIINM remained nearly constant. 
2 The Shm curve was significantly higher than that of Shc. 
3 ShAcsM slightly increased with the increasing of TNB in a similar 

manner to Sh„, but it was considerably smaller in higher T N 0 , 
and larger in lower TNB, in comparison with Shc. 

4 Agreement between the analytical SIIACSM and numerical 
ShNcsM was satisfactory within the range of the present ex
periment range. 

5 The absolute values of She and SIINCSM did not indicate an es
sential difference, whereas their increasing rates with T^a 

showed a marked difference. 
With the decreasing of TN8> She decreased to Sh^M and the en

hancement of evaporation was so small enough to be negligible, de
spite the presence of sparse mist in the vicinity of the sodium surface. 
This fact is well experienced in the evaporation of commonly used 
liquids such as water or alcohol, and in this case, the generation of mist 
depended mainly on foreign nuclei. The evaporation of sodium was 
more enhanced with the increasing of TNB, which was accompanied 
by a denser mist generation. Thus, as T^a increases, the enhancement 
may decrease, because the latent heat release decreases the gradient 
of temperature in the vicinity of an evaporating surface, as shown 
theoretically in [13]. 

Equation (10) was derived under the assumption that any super
saturated vapor cannot exist in a gas phase. The assumption means, 
physically, that a great number of particles exist in sufficient quantity 
to suppress the vapor pressure equilibrium condition. This assump
tion was not satisifed in the present experiment; thus, it is valid only 
for indicating the upper limit of evaporation when there is mist for
mation. 

Both curves made by the CSM were slightly elevated due to the fact 
that the nucleation zone was close to the evaporating surface with 
increasing T^a, which made it possible to enhance evaporation at 
higher rates. 

The difference between ShACSM and SIINCSM was so small that the 
simplification of heat being transferred through a boundary layer by 
conduction was valid in most cases of this type of system. Fig. 6 also 
represented the Sherwood numbers against the pressure of argon 
phase PAT- She decreased to Sh^M with the decreasing of P\r, while 
SIINCSM did not decrease at such a high rate as She did. This may be 

60 

or LlJ 

m ^ 
r> z 
n 
o 
o 5 
cc in 
X CO 

40 

20 

10 
8 

n p 

THEORY BY HILLS «?t al 

5x10' 5x l0 J 4x10" 
ARGON PRESSURE ( a t m ) 
RAYLEIGH NUMBER 

— 9 — SODIUM EVAPORATION EXPERIMENT 
CSM BY NUMERICAL ANALYSIS 
CSM BY ROSNER 

Fig. 6 Effect on Sherwood number brought about by variation of argon 
pressure 

310 / VOL. 101, MAY 1979 Transactions of the ASME 

Downloaded 21 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



dependent on the significant decrease of the Rayleigh number in a 
reduced pressure of inert gas, which resulted in a diminishing of the 
temperature gradient. The difference between SIINCSM and SIIACSM 
increased with the decreasing of argon pressure, but this difference 
was not so large that it was impossible to apply the analytical ex
pression in order to obtain the estimated Sherwood number in place 
of a stricter numerical method. However, a detailed discussion of this 
point is difficult because the mechanism of mist formation still re
mains largely unknown. 

4.2 Helium Atmosphere. Pig. 7 showed the variation of Sher
wood numbers against TNB at a helium atmosphere the surrounding 
temperature being fixed at room temperature. In this figure the 
Sherwood number curves followed roughly a similar pattern, as shown 
in Fig. 6. There were significant differences in the Rayleigh and Lewis 
numbers in experiments of the argon and helium atmospheres. 
However, the enhancement of evaporation was not so different as in 
the case of argon atmosphere and the results agreed well with those 
predicted by the CSM at higher temperatures. 

4.3 Evaporation of Molten Iron-Nickel Alloy. Turkdogan 
and Mills [16] measured the evaporation rate of inductively heated, 
molten drops of iron-nickel alloy (nominal diameter = 0.64 cm) 
magnetically levitated in 80° C quiescent helium at atmospheric 
pressure. The enhancement ratio decreased from five times to one 
time as large as those predicted by assuming that there is no mist 
generation with increasing droplet temperatures from 1900 ~ 2300 
K. 

On the contrary, sodium evaporation increased from one to three 
times as large as the theoretical prediction without mist generation 
in increasing sodium temperatures. The authors reasoned that this 
difference did not depend on the different geometrical feature of the 
experimental apparatus, but depended rather on the higher vapor 
pressure in the evaporation of the molten iron-nickel drops and the 
error of the predicted Sherwood number caused by the significant 
difference in temperature and flow fields between the theoretical and 
the practical models. 

5 Conc lus ions 
An experiment was performed to obtain the evaporation rate (or 

Sherwood number) from a rectangular-shaped free surface of sodium 
into argon or helium atmospheres with varying sodium temperatures 
and gas pressures. A numerical analysis was also conducted to verify 
the increase expected in the evaporation rate by mist formation from 
supersaturated vapor. The following are the salient results obtained 
from comparisons among and between the experimental and the 
theoretical results. 

1 The evaporation rates were one to three times as large as those 
predicted numerically under the assumption of no mist formation in 
the range of sodium temperatures of 280 ~ 530° C. 

2 Regarding magnitude, the values of She and SIINCSM did not 
indicate any essential difference in spite of the fact that the CSM 
included some unfeasible assumptions. 

3 On the other hand, the increasing She and SIINCSM rates with 
sodium temperatures showed a distinct difference, namely, that the 
former increased constantly with the increasing sodium temperatures, 
and that latter rate did not indicate such a high rate of increase. The 
evaporation rate from the Ni-Fe droplets slightly decreased with the 
increasing droplet temperatures in a range of 1900 ~ 2300 K. The 
authors reasoned that this difference did not depend on different 
geometrical features of the experimental apparatus but that it de
pended rather on the higher vapor pressure and the temperature 
difference in the evaporation of Ni-Fe droplets. 

4 The enhancement of evaporation by equation (10) was too large 
to be realistic. This may have been due to the assumption that con
densation maintains the local vapor pressure at a thermodynamic 
equilibrium value. 

5 The She/ShjvM value for argon atmosphere decreased to unity 
with the reducing argon pressure. 

6 The Sherwood and Lewis numbers for argon and helium at
mospheres were significantly different, whereas the enhancements 
of evaporation were in good agreement over the range of experimental 
sodium temperatures. 
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Fig. 7 Effect on Sherwood number brought about by variation of sodium 
temperature (helium atmosphere) 

In our present discussion, it may be important to seek the order of 
enhancement or the means for predicting evaporation rates under 
various geometrical and physical conditions. The She/SliNM values 
used in the present evaporation test and the values of forced con
vection given by some of the present authors did not indicate any 
essential difference in spite of the difference in the geometrical and 
convective condition. 

The main purpose of the present paper was to provide experimental 
data under the condition that mist formation occurred and, thus, 
made possible,the evaluation of currently proposed physical mod
els. 

The critical supersaturation model (CSM) predicted the values in 
good agreement with the experiment, except for the lower tempera
ture range of experiment, while the model proposed by Hills, et al. 
predicted the values to be much larger than the experimental ones. 
The present experiment, however, did not yield any information on 
the condensation structure. To confirm the validity of the assump
tions in the CSM, more study is required on the physical conditions 
and behavior of mist formation. 
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Velocity Profiles near a Vertical 
Ice Surface Melting into Fresh 
Water 

& 
(An experimental determination is made of the velocity profiles which result from the free 
convective melting of a vertical ice sheet into fresh water at temperatures in the range 
from 2.0°C to 7.0°C. The results suggest that upward flows exist for water temperatures 
below 4.7°C. Entirely downward flowing boundary layers are suggested for temperatures 
above 7.0°C. For intermediate temperatures, an oscillatory dual flow regime is indicated.^} 

Introduction 

The phenomena related to the free convective melting of a vertical 
ice surface into a fesh water medium have been investigated to some 
extent in the past. Such investigations as are reported in the literature 
establish that the density extremum in pure water at about 4°C has 
a complex effect on the fluid flow and heat transfer processes. Con
sideration of the density dependency on temperature suggests that 
for ambient water temperatures below a certain critical value, which 
would be equal to or below 4°C, the fluid would flow upwards in a 
boundary layer region near the ice surface. Similarily, for a sufficiently 
high ambient water temperature, predominantly downwards flowing 
boundary layers should occur in the near wall region. These two flow 
patterns are substantiated in the review of the literature reported in 
the introductory comments of Bendell and Gebhart [1]. 

The analytical works of Merk [2] and Vanier and Tien [3], which 
are based on boundary layer analyses for isothermal surfaces provide 
successful solutions for various ambient temperature regimes corre
sponding to the above mentioned boundary layer flows. However, for 
some temperature ranges, the analysis of Vanier and Tien does not 
provide stable analytical solutions. The description of the analysis 
of Gebhart and Mollendorf [4] which is given in [1] substantiates this 
with no solutions being reported for ambient fluid temperatures in 
the range 4.0 < TV < 6.8° C. It can be postulated that such analytical 
difficulties occur when the density extremum occurs within a thermal 
boundary layer in a position such that upwards flow occurs on one side 
of this position with downwards flow occuring on the other side. Such 
"dual flows" would preclude adequate analysis by boundary layer 
methods. 

For melting spheres Dumore, et al. [5] and Vanier and Tien [6] have 
found convective inversions at 4.8°C and 5.3°C, by experimental 
means. These results compare favorably with the prediction from 
Merk's analysis of 5.31°C for a convective inversion temperature. 
Tkachev [7] has found a minimum Nusselt number at T„ = 5.5° C for 
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a melting vertical cylinder. Ede [8,9] studied the heat transfer from 
a heated vertical isothermal wall to cold water, and although his re
sults are not directly applicable to a melting ice wall, they exhibit a 
similar minimum Nusselt number characteristic. Schecter and Isbin 
[10] have reported on experimental observations of the dual nature 
of the flow for the transfer of heat from a vertical isothermal plate to 
cold water. Velocity and temperature distributions are also re
ported. 

Bendell and Gebhart have conducted experiments on the melting 
of a vertical ice sheet and obtained a minimum Nusselt number at a 
water temperature of 5.6°C. In addition, by observing the differential 
in temperature between positions near the top and bottom of the ice 
sheet, they deduced whether the net flow is upwards or downwards. 
When T„ = 5.6°C downflow was observed and when T„ = 5.5°C 
upflow was indicated. Watts [11] reports on dunking a colored ice cube 
in water at about 10° C and observing a vigorously downward flow of 
the colored melt. 

Watts' work represents, to the knowledge of the authors, the only 
direct experimental observation which is reported in the literature 
of the fluid flow characteristics near a vertical ice wall melting into 
a surrounding water medium. Therefore, the present work was un
dertaken to provide visualizations and direct measurements of the 
velocity profiles in the temperature range from 2° to 7°C. 

Apparatus 
The experiments were conducted by melting 25 cm high by 15 cm 

wide by 3.7 cm thick ice slabs located at one end of a 60 cm by 30 cm 
by 38 cm glass tank as shown in Fig. 1. The ice slabs were formed in 
a mold around a lucite fitting which could be clamped to the end wall 
of the tank to hold the ice in a vertical position to within ±1 deg with 
the bottom of the ice slab 7 cm above the bottom of the tank. The tank 
was filled to a depth of 32 cm with a 0.01 percent solution (by weight) 
of Thymol Blue pH indicator dissolved in distilled water. This per
mitted the adaptation of the method of Baker [12] for the measure
ment of the free convective velocity profiles. 

Thus, the velocity measurements were effected by first preparing 
the pH indicator-distilled water mixture by titration to the end point 
(pH =̂  8.0) against Na OH until the solution just turned a deep blue 
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Fig. 1 Apparatus 

color. Then by the drop addition of H CI the solution was brought back 
to the acidic side of the end point where it possessed a characteristic 
orange color. According to Raoult's law the presence of the Na OH 
would depress the fusion temperature of the water by 2 X 10~6 °C. 
The small amount of chlorine ion produced negligible salinity. Thus, 
the presence of the electrolytes in the solution produced negligible 
effect on the fusion temperature and buoyancy. 

Two electrodes were situated in the tank. The first electrode con
sisted of a 0.51 mm dia by 22 mm long platinum wire connected 
through a stainless steel tube probe holder to the positive side of a d-c 
power supply. The stainless steel holder was insulated from the tank 
water by means of shrink tubing and the platinum wire was positioned 
normal to the ice slab along its center line and 5 cm above the bottom 
edge of the ice. The second electrode was situated along one side of 
the tank. Therefore, when the electrodes were energized, a cylinder 
of dark blue colored fluid was formed around the platinum wire por
tion of the positive electrode as in Baker's paper. This blue fluid dif
fers from the surrounding fluid only by a small difference in its pH 
value. It possesses the local fluid density and temperature and will 
follow along with any motion in the surrounding fluid. 

As Pig. 1 also shows, light from a sodium vapor lamp passed through 
a ground glass diffuser, through the tank walls and water and into a 
35 mm camera located outside of the tank. Alignment of the ice slab 
with the camera axis was ensured within 1 deg. Because of the rela
tively low transmissibility of the thymol indicator solution (orange 
on the acidic side) ASA 400 film was utilized at a shutter speed of V4 
s at fl.8 to record the color traces throughout the experiments. 

In order that elapsed time could be recorded from the energization 
of the electrodes until a photograph was taken of the ensuing color 
traces, an electronic timer was employed. The timer was connected 
to start when the d-c power was first supplied to the electrodes and 
to stop when the flash contacts of the camera were closed as the 
shutter was released. 

Finally, the whole of the apparatus was housed in a thermostatically 
controlled cold room to prevent the generation of ambient thermal 
convection currents within the tank fluid. 

Procedure 
For a typical run, the cold room temperature was first set at the 

desired value and the tank fluid was permitted to come to thermal 
equilibrium with the aid of a mechanical stirrer. When the tank 
temperature was stabilized to within ±.05°C of the desired value as 
measured on an immersed mercury in glass thermometer, the stirring 
was stopped. A lucite piece with a scribed known grid was located at 
the probe position and photographed to provide a calibration frame 
on the film. The calibration piece was then withdrawn and the tank 
permitted to stabilize for a further 30 min to permit any eddies to die 
out. 

The ice slab, initially at 0°C, was equilibrated in air at 20°C for 5 
min and then slowly immersed and clamped at the end of the tank and 
the positive electrode was positioned so that it was just nearly 
touching the ice sheet. This could be observed through the camera 
viewfinder by viewing the probe end and its image reflected by the 
ice surface. To minimize vibrations the cold room compressor was then 
shut off. After a further waiting period of 5 min the velocity profiles 
could be recorded. 

This was done by energizing the electrodes which started the gen
eration of blue colored fluid at the same instant as the timer was 
started. During this period the development of the fluid displacement 
traces was continuously monitored through the reflex camera view-
finder. Close attention was paid to note the formation of any gas 
bubbles at the electrode since the applied emf of 2 volts exceeded the 
decomposition voltage of 1.69 volts for the NaOH solution. Consid
eration of the electrochemical kinetics of the initial stages of the el-
ectrolosis of weak aqueous solutions [13] suggests that gas bubble 
formation at an electrode requires a certain minimum time from the 
initial energization of the electrodes. In preliminary experiments, it 
was determined that for this apparatus the minimum time for the 
generation of a single observable gas bubble was 14 s at an emf of 2 
volts and the average time was 17 s. Therefore, the fluid displacement 
traces were generated until either they filled a significant portion of 
the field of view or about 15 s had elapsed, and the camera shutter was 
released which stopped the interval timer. 

After a further wait of 4 min to permit the flow to clear the blue dye 
traces from the field of view, another photograph could be taken to 
permit comparisons for reproducibility. Typically, a maximum of four 
or five photographs could be taken before noticeable degeneration 
occurred on the ice surface. 

The film was then processed by standard techniques and mounted 
on in a Nikon Model 6 C optical comparator at lOx magnification. The 
negative image of the lucite piece was aligned with the cross hairs of 
the comparator and x and y direction photographic scale factors were 
determined using the comparator micrometer heads. These agreed 
to three significant figures vindicating the alignment. A negative of 
a particular fluid displacement image in which gas bubble generation 
had not been observed was then aligned in the comparator. Successive 
readings were taken on the micrometer heads and averaged to de
termine the centerline of the probe and the position of the ice surfaces 
as indicated by the mid point between the probe end and the reflected 
image. Having thus determined an origin to within ±0.02 mm actual 
size, the x-y co-ordinates of points on the edge of the dye image could 
be found typically for 21 points with approximately equal spacing in 
the y direction. Using the photographic scale factors, the actual size 
of the dye traces could then be determined. The x coordinate values 
so obtained divided by the energization time yields the approximation 
to the u component of velocity provided that the streamlines have a 

.Nomenclature. 

T=o = temperature of water far from ice sur
face, °C 

x = distance along ice surface, mm 
y = distances normal to ice surface, mm 
p = fluid density, gm/cm3 

u = velocity of water, upwards is positive, 
mm/s 

v = velocity normal to ice surface, mm/s 
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large radius of curvature and the period of any flow oscilliation is large 
compared to the energization time. 

Results and Discussion 
Because of the density extremum at about 4°C, an upwards flowing 

boundary layer is expected near an ice surface melting into pure water 
at a temperature, T„, below about 4°C under free convective condi
tions. In the experiments, such flows were noted for water tempera
tures of 2.0, 3.2, 4.4, and 4.7°C as shown in the data of Figs. 2 and 3. 
In these cases, fluid was entrained at the lower edge of the ice sheet 
and was "pumped" upwards by the buoyancy forces. At the mea
surement station 5 cm above the lower edge, the flow was essentially 
parallel to the ice sheet and possessed boundary layer characteristics. 
As the flow neared the free surface it turned away from the wall and 
its velocity diminished. It then moved across the tank eventually to 
flow downward again to be entrained. This was observed in prelimi
nary experiments where dye streaks were watched carefully until they 
diffused beyond recognition. For the data shown above, the maximum 
changes in mixed tank temperatures were calculated using Bendell 
and Gebhart's [1] results to be 0.033°C and the maximum change in 
ice slab thickness is estimated as 0.75 mm. For the greater total 
elapsed times and higher water temperatures of Figs. 4-8, the maxi
mum estimated tank temperature change was .09°C with an ice slab 
thickness change of 2.1 mm. 

Having established a characteristically upflowing boundary layer 
at the measurement station for T„ < 4.7°C, it is possible to compare, 
in Fig. 2, the data to the predictions obtained from free convective 
boundary layer theories. In the first instance, the effects of melting 
were assumed to be negligible and the simple analysis outlined by 
Bayley, Owen and Turner [14] was applied for T„ = 2°C a t * = 5 cm 
with Tw = 0°C. This predicts a maximum velocity higher than that 
of the data, and a significantly thinner boundary layer. Vanier and 
Tien's [3] analysis predicts an even larger maximum velocity and a 
greater boundary layer thickness than is exhibited by the data. For 
each of these profiles, fluid densities were obtained from the work of 
Kell [15]. Disagreement between the analyses and the data may be 
attributed to the high degree of sensitivity of the analyses to the fluid 
density. Vanier and Tien's work suggests that the effects of melting 
are slight, and it is not possible to confirm or contradict this with the 
present data. By comparing the one set of data in Fig. 2 to the other, 
it can be estimated that the errors in velocity measurement are of the 
order of ±0.05 mm/s or ±6.3 percent of the maximum. The apparent 
broadening of the disagreement between the two sets of data for y > 
8 mm could be attributed either to such errors or to slight oscillations 
or recirculations in a difficult measurement environment. 

As the water temperatures increase up to about 4°C the net 
buoyancy forces increase resulting in increased maximum velocities. 
This effect can be observed in the data by comparing Fig. 3(a) to Fig. 
3(b). At 4.4°C the flow is still upward, although the maximum velocity 
is lower and the boundary layer is slightly thinner than at 3.2° C. This 
can be attributed to the downward buoyancy force occurring in that 
portion of the profile with temperatures between 4.0 and 4.4°C. In 
Fig. 3(c) a similar but stronger tendency is noted as the result of the 
increased downwards buoyancy existing in the outer portion of the 
boundary layer, and the two sets of data shown exhibit distinctly 
different maximum velocities. On the basis of other profiles taken in 
the same set but not shown here, it is clear that the flow was oscillating 
at this temperature. In addition, qualitative observations during the 
period of energization of the electrode indicated that small downward 
oscillations in the flow occurred in the outer portion of the boundary 
layer from time to time. The magnitude of these downward velocities 
was well below .05 mm/s and could not adequately be measured with 
the present instrumentation. Tha t is, if the electrodes were energized 
for sufficient time for the colored fluid to be displaced enough to be 
measured, either the local flow direction would change, indicating a 
period of oscillation of the order of between ten and thirty seconds, 
or gas bubble generation would begin at the anode and disturb the 
flow. Nevertheless, T„ = 4.7°C appears to be the lower limit for the 
onset of an oscillatory dual flow regime. 

When the water temperature was increased to 5.0°C, the oscillatory 
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dual flow characteristic was clearly established and measurable as can 
be seen in Fig. 4. In comparison with Fig. 3(c) the upward flowing 
portion is substantially thinner with a decrease in the maximum up
ward velocity when downflow exists. In addition, when the downward 
flow velocities are large, the boundary layer region thickens sub
stantially to values somewhat larger than the active anode length. 

The continuation of this same trend can be seen for 5.4°, 5.6°, and 
5.9°C in Figs. 5, 6, and 7, respectively. In each of these cases, oscilla
tory dual flow existed continuously; i.e., upward flows were not ob
served at any time beyond the near wall upward flow regions. At 5.3°C 
the position of the maximum downward velocity oscillated between 
about 7.3 mm and 11.5 mm from the wall. For 5.6°C these observed 
locations vary between 6 mm and 18 mmjbut at 5.9°C the oscillation 
in the position is only from 5.2 mm to 8.0 mm. In addition the profiles 
at 5.9° C possess much greater self similarity than those at the two 
lower temperatures. Thus, the flow phenomena for 5.3° and 5.6°C 
seem to be substantially more complex than that at 5.9°C. 
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Both Figs. 5 and 7 clearly indicate small regions of the order of 1 
to 2 mm in thickness near the wall where upwards flow existed at 
measurable velocities. At 5.6° C much smaller velocities were observed 
qualitatively within the same region but with maximum upwards 
velocities less than .1 mm/s. This apparent anomaly can perhaps be 
attributed to the strong oscillations in the downward region resulting 
in near wall transverse velocity oscillations tending to sweep the 
colored water away from the wall. 

For the data in Figs. 4-7, only a very approximate estimate can be 
made of the period of oscillation. No oscillatory effects were noticed 
through the camera viewfinder'during any single electrode energi
zation, but the flow patterns obtained in successive photographs 
differed appreciably. Thus the period is between 15 s and 4 min. 
Mechanisms can be speculated for the oscillatory nature of the dual 
flow. Transient large recirculations could produce such oscillations; 
however, at T„ = 4.7°C the effect occurred only slightly and at T„ 
= 5.0°C the flow was clearly oscillatory. It is questionable that large 
scale recirculation could account for such an abrupt change in the flow 
regime. On the other hand, as the temperature was changed from 
4.7°C to 5.0°C the position of the density extremum moved toward 
the wall and the proportion of the boundary layer where dp/dy is 
negative increased substantially. It is noted that oscillations become 
appreciable exactly. within the dual flow regime which corresponds 
to the region where the boundary layer analyses by Vanier and Tien 
[3], and Gebhart and Mollendorf [4] were unable to obtain solutions. 
Current unpublished work by one of the present authors uses a two-
dimensional finite difference analysis, based on [16], capable of a c 
counting for steady-state recirculation. For free stream temperatures 
above or below the dual flow regime, stable solutions are obtained in 
close agreement with [3] and [4]. In the dual flow regime, no solutions 
have converged, but at T„ = 4.8° C one solution has continuously 
oscillated. This suggests that in the dual flow regime a condition exists 
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between the region where dp/dy is positive and the region where dp/dy 
is negative such that a steady-state force balance cannot exist for 
constant local fluid velocity, and the flow oscillates. 

In Fig. 8, the results presented for a water temperature of 7°C are 
characteristic of a relatively stable downward flow regime. In this case, 
the portion of the boundary layer with upward buoyancy forces is 
approximately 0.5 to 1 mm in thickness. The downward buoyancy 
forces in the outer portion are much stronger and the whole flow is 
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downward. Because the viscous forces, which tend to draw the fluid 

downward, approximately balance the upward buoyant forces near 

the ice the velocity gradient, du/dy, is approximately zero at the ice 

surface. At greater temperatures the velocity gradient at the wall 

would become negative. 

Conclus ions 

1 Visualizations have been made of the free convective flows re

sulting near a vertical ice sheet melting into fresh water with tem

peratures in the range from 2.0 to 7.0°C. These visualizations have 

been interpreted as velocity profile data. 

2 For water temperatures in the range from 0 to 4.0°C a relatively 

stable upward flowing free convective boundary layer exists. The outer 

portion of the boundary layer may exhibit slight oscillations. 

3 The density extremum affects the velocity profiles by decreasing 

the maximum velocity for temperatures in the range from 4.0 to 

4.7°C. 

4 At 4.7°C an oscillatory dual flow situation begins to occur. As 

the temperature is increased this phenomenon is increasingly prev

alent, with increasing downward velocities, reaching a maximum at 

5.6°C. 

5 From 5.6 to 7.0°C the oscillatory nature of the downward flow 

diminishes. 
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Thermal and Hydrodynamic 
Phenomena Associated with Melting 
of a Horizontal Substrate Placed 
beneath a Heavier Immiscible 
Liquid1 

The melting of a horizontal slab of frozen olive oil placed beneath a pool of warm water 
has been studied experimentally. The interfacial heat flux data are taken in quasi-static 
mode by noting the time rate of change of enthalpy of the pool of water. Because of little 
agitation of the pool due to low melt volume flux (pWater/poiwe oil — 1.09; AT ^ 5-45 K), 
the pool was found to stratify with time. Hence, heat transfer coefficient data have been 
based on the interfacial temperature rather than on the mean pool temperature. Visual 
observations show that melt removal is governed by Taylor instability and that melt re
leasing nodes lie about a Taylor wavelength apart. Predictions of the growth of the inter
face based on equilibrium between surface tension and buoyant forces have been made 
and found to compare well with the data obtained from the movies. The heat transfer coef
ficient data obtained at higher pool temperatures are found to correlate well with the pre
dictions based on the proposed model. 

Introduction 

These days a concerted effort is being made to understand various 
physical phenomena which play a role in the safety evaluation of 
nuclear reactors under hypothetical core disruptive accident condi
tions. At different stages of a hypothetical core disruptive accident 
scenario, the molten fuel or fuel steel mixture may come in contact 
with a horizontal structural material (steel), sacrificial material in a 
core catcher or may fall on a concrete foundation of the containment. 
These materials are generally lighter than the fuel and an under
standing of the thermal and hydrodynamic aspects related to their 
melting is essential to determine the physical state of the fuel and its 
penetration rate into the substrate. This in turn, will provide quan
titative assessment of many of the potential safety related ques
tions. 

Recently Dhir, et al. [1] suggested that a phase change process in 
which the melt density is less than the pool density, would be governed 
by Taylor instability [2, 3]. In that work, heat transfer from pools of 
warm water or warm benzene to a horizontal slab of dry ice was 

studied in both steady and quasi-static modes. It was observed that 
the sublimation process was very similar to film boiling on a horizontal 
plate and the bubbles were released from a nearly square grid spaced 
about a Taylor wavelength apart. In [1], a film boiling model similar 
to that of Berenson [4, 5] was developed by assuming that only one 
bubble per A^2 area of the slab was released instead of two as assumed 
by Berenson. This resulted in a reduction of about 15 percent in the 
numerical constant (changing it from 0.42 to 0.36) of Berenson's ex
pression for the heat transfer coefficient: 

h = 0.36 
kg

3hseg (pf - pe) Pg 1/4 
(1) 

1 This work was supported by Reactor Safety Research Division of U.S. 
Nuclear Regulatory Commission under Agreement No. AT(04-3)-34 P.A. 223, 
Mod. 5. 

Contributed by the Heat Transfer Division and presented at the Winter 
Annual Meeting of the AMERICAN SOCIETY OP MECHANICAL ENGINEERS, 
December 10-1S, 1978, San Francisco, California. Paper No. 78-WA/HT-44. 

M«AT \/<r/g(pf-pe). 

Experimental data [1] were found to compare well with equation 
(1), as long as a stable gas film separated the overlying liquid from the 
dry ice surface and the gas film was laminar. However, when the 
temperature difference across the film was such that a stable film 
could no longer be maintained, a partial freezing of the overlying 
liquid started to occur at the interface. The heat flux quickly dropped 
to zero as the temperature of the pool approached its freezing tem
perature. At high pool temperatures at which the gas film was thought 
to become ripply or turbulent, the heat transfer coefficient was found 
to increase as square root of Reynolds number. Most of the observa
tions of [1] have subsequently been corroborated by Alsmeyer and 
Reimann [6]. Alsmeyer and Reimann also qualitatively observed 
melting of frozen benzene and frozen o-xylene under water at about 
298 K. They noted that melting process was indeed governed by 
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Fig. 1 Physical model of the melting process 

Taylor instability even for small density difference between the melt 
and the overlying liquid. 

The aim of the present work is to study quantitatively the hydro-
dynamic and thermal processes associated with melting of a lighter 
material placed beneath a heavier immiscible liquid. In many respects 
the melting process will be similar to film boiling on a flat plate studied 
by Berensen [4] or to pseudo film boiling studied in [1], A liquid film 
will be formed on the surface of the melting solid from which melt 
droplets governed by Taylor instability will be released cyclically. 
Because there is less melting beneath a droplet release node than in 
the region between two adjacent release nodes, the melt surface will 
become uneven and a standing wave pattern will be established on 
the surface. Subsequently, the droplets will be released only from 
nodes of the wave which coincide with ridges on the surface and no 
droplet will be released from antinodes of the wave which coincide 
with valleys on the surface. Droplets are not released from the valleys 
because the interface there becomes relatively stable due to the neg
ative curvature. Figs. 1(a) and 1(b) show the physical process. To 
make the experimental investigation, water-olive oil combination is 
chosen (pwlp0 =* 1.09). Olive oil is chosen as the lighter material be
cause it provides a density ratio of interest in some of the applications, 
it is easy to work with and is readily available. Study of crust formation 

was not the subject of this work and olive oil provided a freezing 
temperature (=< 271.5 K) which was close to the freezing temperature 
of water. While obtaining these advantages in using olive oil, one had 
to sacrifice a little in terms of well-defined and well-listed thermo-
physical properties of olive oil. 

Analys i s 
The melting process will be significantly slower than pseudo film 

boiling [1] because of the higher density of the melt phase (relative 
to a gas film) and much smaller density difference between the 
overlying pool and the melt. This can easily be seen from the ex
pression for linear interface growth rate between two immiscible, 
inviscid liquids of infinite depth. The local interface position as a 
function of time can be written as 

V = voe (2) 

where ay is the growth frequency of the "fastest" growing Taylor wave 
and is given as [3]: 

\{g(pf-pg)\
s 

"(pf + Pg)2 

The notation here conforms with that of earlier work describing a gas 

1/4 

- N o m e n c l a t u r e -

C = constant 
cp = specific heat of the liquid 
g = gravitational acceleration 
h = heat transfer coefficient 
hsf = latent heat of fusion 
h'sf = latent heat of fusion corrected for 

sensible heat, hs/(l + cpoAT/2hsf) 
k = thermal conductivity 
q = heat flux 
R = droplet radius 
r = radius 
Re = Reynolds number, q\/pghsf 
T = temperature 
t = time 
u = mean film velocity in the radial direc

tion 

v = velocity in the vertical direction 
Ap = pressure difference 
AT = temperature difference between in

terface and melting or subliming surface 
a = thermal diffusivity of the frozen olive 

oil 
5 = film thickness 
t) = interface height 
A = wavelength 
Ac = critical wavelength, i.e., wavelength 

which has zero growth rate (neutrally sta
ble) 

Xd — most dangerous, i.e., wavelength which 
has the fastest growth 

p. = viscosity 
p = density 

a = surface tension between two immiscible 
fluids 

Superscript 

* = quantities nondimensionalized with 

^alg(pw ~ Po) 

Subscripts 

/ = liquid 
g = gas 
i = interface 
TO = mean 
o = liquid olive oil 
s = melt surface 
w = water 
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film, g, underlying a liquid, /. The buoyancy tends to move the dis
turbed interface upward, while surface tension tends to hold it back. 
As the density of the lighter fluid approaches the heavier liquid, the 
magnitude of the growth rate would become very small. In this case 
it may be appropriate to say that, "the interface between two fluids 
moves so slowly that at each quasi-static position of the interface the 
surface tension force is in equilibrium with the bouyancy force." 

Assuming that the growing interface (droplet) is part of a sphere 
as shown in Fig. 1(c) the base radius (half chord length) of the droplet 
can be written in terms of the maximum droplet height and droplet 
radius as 

n* = R2-(R- T,)2. (4) 

The volume of this droplet is obtained as 

V = wRv4l - •£-]. (5) 

Equating the buoyant and surface tension forces acting upon an oil 
droplet in water yields: 

7rfli;2|l — \(pw - p0)g = 2wRo s i n 2 a 

= 2 m ) o - 2 -

R=-

2 2-

V 

3R 

(pw ~ Po)g 

Using Va/g(pw — p0) as a characteristic length, a dimensionless 
droplet radius can be written in terms of a dimensionless interface 
height as 

R* = 
( T ; * 2 + 1 2 ) + V(r ;*2 + 12 ) 2 - 72??*2 

6r,* 
(6) 

The dimensionless droplet radius from equation (6) is plotted in 
Fig. 2. In this figure, the dimensionless droplet base radius and di
mensionless droplet volumes obtained from equations (4) and (5), 
respectively, are also plotted with R* defined by equation (6). It is 
observed that droplet radius decreases rapidly with droplet height 
while the droplet base radius decreases slightly. The droplet radius 
and base radius are equal at tj* = V^Z,, when the droplet becomes a 
hemisphere. The droplet volume increases with ij* and becomes 
maximum when rj* =* 1.5. A further increase in droplet height would 
demand a decrease in droplet volume if equilibrium between buoyant 
and surface tension forces is to hold. A decrease in droplet volume is 
not possible in the present process because an increase in droplet 
height is associated with influx of melt into the droplet. Thus, with 
additional mass flux, the droplet would acquire another shape, which, 

1.5 3 1/2 

Dimensionless Interface Height, n* 

Fig. 2 Dependence of droplet volume, droplet radius, and droplet chord length 
on the interface height 

probably would give it a larger height and a smaller base than dictated 
by the equilibrium condition. This in turn would cause the buoyant 
force to significantly exceed the surface tension force and the droplet 
would break away from the interface. Generally in a cyclical process 
the droplet will always have some initial volume at the start of the 
growth period. Thus, through one cycle a droplet will start with some 
value of ri* > 0 and teminate with ij* > 1.5. 

Next, to develop a model for the heat transfer, we assume that one 
droplet is released per X2 area per cycle (Fig. 1(b)) and that this area 
can be replaced by an equivalent circle of radius ri (Fig. 1(c)) such 
that 

ri = AMr". (7) 

Also, the center of the base of the droplet coincides with the center 
of the equivalent circle. We further assume that, the film is thin and 
inertialess, melt.flow in the film is laminar, melt flows radially into 
the droplet and does not affect the droplet spacing, and the effect of 
evolution of the melt at the surface of the solid in reducing shear stress 
and heat transfer is small. Detailed discussion of these assumptions 
is given in [1]. 

For a constant temperature difference across the film, the radial 
pressure gradient with rigid wall condition at the melting surface and 
at the outer edge of the film (Fig. 1(c)) can be written as 

dp = l2p0k„AT ( r 2
2 - r 2 ) 

dr S4p0h'sf 2r 

Assuming that the film thickness remains constant in the radial di
rection, the integration of equation (8) between points 2 (=ri) and 
1 (='"i) yields 

(8) 

(Ap)2 

12pbk„AT lr2 ri . n2 r2 — In —I 
2 n 4 

0) 
54p0h V \ 2 "" n ' 4 4 

The hydrostatic pressure difference between points 2 and 1 can be 
written while accounting for the contribution of surface tension as 

( A p ) 2 - i = (pw ~ Po)gV ~ 
2_a_ 

R ' 
(10)' 

Equation (10) assumes that the pressure inside the droplet is uniform. 
Also, while writing equation (10), it is assumed that this equation 
grossly represents the pressure difference available to move the fluid 
in the film and in the same manner equation (8) is not expected to 
consistently hold good at any arbitrary location between points 1 and 
2. 

Elimination of (Ap)2-i between equations (9) and (10) yields 

S = Ci 
Pok0AT V<r/g(pw - po) 

h'sfPoiPw ~ Po)g 

1/4 

where 

3(2r*2
2ln — + r * 1

2 - r * 2
2 ) 

(v* - 2/R*) 

1/4 

(ID 

(12) 

Once r*2 is fixed, constant C\ can be evaluated in terms of q* while 
using equation (6) fori?* and equation (4) forri*. Equation (11) for 
<5 has been arrived at by assuming that heat is transferred only through 
the unit cell area not covered by the droplet and no heat is transferred 
through the droplet. Thus, to obtain the film thickness which would 
give an average heat transfer over the unit cell area, equation (11) 
should be multiplied by the ratio of the area of the cell to the area not 
covered by the droplet. Or 

5 = Ci 
T T ~ r r 

P-akoAT Va/g(pw - p0) 1/4 
(13) 

h'sfPoiPw - Po)g 

The average heat transfer coefficient over the melting surface can, 
finally be written as2 

2 The melt properties are evaluated at the average film temperature and the 
slab has been assumed to have little or no subcooling. 
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h= — = C 
& 

k0
3h'sfp0(pw - p0)g 

Mo A?1 ^a/g(pw ~ p0). 

1/4 

where 

C = 
— r*,2/r*n2' 1 - rV/r 

Ci 

(14) 

(15) 

The constants Ci and C are plotted in Fig. 3 as a function of J;* for 
X = Xd, 0.8X0", and Xc. The wavelength 0.8Xo> has been chosen because 
it represents approximate average between critical and "most dan
gerous" wavelengths. Fig. 3 shows that film thickness for each wave
length depends weakly on q*. and can be considered nearly constant 
for J;* between =^0.4 and 1.5. This observation is of significant im
portance as it suggests in addition to the earlier assumption of con
stant film thickness between adjacent droplets that the film thickness 
also remains constant throughout most of the droplet growth period. 
The predicted film is thinnest for the critical wavelength and is 
thickest for the most dangerous wavelength. For all wavelengths, the 
constant C for average heat transfer coefficient increases with rf* 
because a unit cell fractional area occupied by the droplet decreases 
with ij*. The constant C based on critical wavelength is more sensitive 
to the area change than if it were based on longer wavelengths 
(wavelengths closer to most dangerous wavelength). Physically, the 
rapid change in heat transfer during the interface growth period de
manded by the critical wavelength may not be possible. Therefore, 
wavelengths greater than critical which give nearly uniform heat 
transfer rate during the growth period should be preferred. Pertur
bations most susceptible to growth are ones which give a wavelength 
close to the fastest growing Taylor wavelength. But, as we see from 
Fig. 3, wavelengths shorter than the-most dangerous wavelength yield 
more efficient heat transfer process. To compromise the conflicting 
constraints imposed by heat transfer and wave growth rate, the pro
cess would try to adjust itself so that wavelengths somewhat shorter 
than the most dangerous wavelength will be preferred. This predicted 
behavior is similar to experimental observations made during film 
boiling of CO2 near the critical pressure [7]. In film boiling of liquid 
CO2 wavelengths between critical and most dangerous wavelengths 
are found to be dominant. 

The wavelengths used in plotting the constants C\ and C are ob
tained for viscous immiscible liquids of finite depth. The effect of 
liquid viscosity is generally to lengthen the wavelength and to reduce 
the growth rate [8,9]. Using the general method outlined in [3] and 
[8] for liquids of infinite depth, most dangerous wavelength for olive 
oil-water combination was calculated. The most dangerous wave
length calculated by viscous analysis for liquids of infinite depth was 
about 17 percent longer and the corresponding growth rate was about 
11 percent smaller than would be predicted by inviscid analysis [10]. 
The finite layer tends to shorten the most dangerous wavelength by 
about 14 percent [11] and to reduce the growth rate by about 29 per
cent. The net effect of liquid viscosity and finite liquid layer depth 
is to yield a most dangerous wavelength that is about the same as 
would be obtained with analysis based on infinite inviscid liquid as
sumptions. However, the effect of finite liquid layer and the liquid 
viscosity on growth rate is cumulative, i.e., to reduce the growth rate 
by about 40 percent. Now if we assume that during one cycle the in
terface grows from 1/* = 0.3 (droplet starts with some initial volume) 
to ij* = 1.5 and that the dominant wavelength is 0.8X,j then the value 
of the constant C averaged over rj* is obtained from Fig. 3 as 0.21. In 
reality C should be evaluated by averaging it over time. This can only 
be done when dependence of ij* on time is available from the experi
mental data. Very weak dependence of C on ?/*, however, suggests that 
in the present situation the two averaging procedures should give 
about the same value of C. 

Experimental Apparatus and Procedure 
The data for heat transfer from a pool of warm water to an under

lying slab of frozen olive oil were taken in a quasi-static state. A 6.5 
cm thick layer of olive oil was formed in a 30 cm dia, 30 cm high and 
0.62 cm thick pyrex jar. Olive oil was frozen by placing the jar for 
several hours in a refrigerator. The inside temperature of the refrig-

T 1 1 1 1 1 1 r 

for riln Thickness, C 

for Heat Transfer Coefficient, C 

J 1 L J L_ 
o.a r.6 o.s 1.0 l.s 

firaensionless Interface Height,e* 

Fig. 3 Dependence of coefficients of film thickness, C1, and heat transfer 
coefficient, C, on interface height and wavelength 

Adjusting Nut Threaded Rod 

Fig. 4 Test apparatus 

erator during this period was generally found to remain constant at 
about 266 K. A 5 cm deep pool of warm water was formed over the 
slab. Preliminary experiments showed that the pool tended to stratify 
with time because of little agitation due to escaping of olive oil 
droplets. Therefore, a thermopile of ten chromel-alumel thermo
couples located at different heights in the pool was formed. The 
thermocouples were held in two circular disks made out of aluminum. 
The disks were mounted on a threaded spindle and could be moved 
in the vertical direction with a nut. 

Provision was made so that height of the thermocouples could be 
adjusted at the disks and independent observations of each of the 
thermocouples in the thermopile could be made. Two additional 
thermocouples were used to measure the temperature of the interface 
and the olive oil floating on the pool surface. The thermopile assembly 
was mounted on a stand made out of 2.5 cm thick square aluminum 
rod. Fig. 4 shows the test apparatus. The thermocouple output was 
recorded on two independently operable Houston X-Y recorders 
equipped with time bases. A selector switch was used to monitor the 
thermocouple output to the recorders. 

Prior-to each experiment, the pyrex jar containing frozen olive oil 
was placed on a styrofoam sheet and visual observations were made 
to assure that the slab was not cracked and the free surface of the slab 
was as nearly horizontal as possible. Thereafter, the position of the 
thermopile was adjusted so that the lowest thermocouple touched the 
slab surface. About 4 kg of distilled water was then heated to about 
the desired temperature. The precise weight of water was then noted 
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and it was quickly poured into the pyrex jar. The X-Y recorder was 
started and temperature of the pool was recorded as a function of time. 
Usually experiment lasted a total of about ten minutes while data for 
the first three to four minutes were ignored because during this time 
strong transient effects due to heat absorbed by the cold pyrex jar were 
present. Also during this time, enough olive oil would melt to form 
a thin layer of olive oil over the pool free surface. The presence of olive 
oil over the free surface significantly cut down the heat losses due to 
evaporation of water. Due to melting, the frozen olive oil surface 
tended to recede with time from the fixed location of thermocouples 
in the thermopile. Thus, after an interval of about two minutes, the 
thermopile was moved downward by rotating the nut so that the 
lowest thermocouple was at about the oil-water interface. Simulta
neously the temperatures of the oil-water interface and of the olive 
oil layer floating on the top were recorded on a second X-Y recorder. 
The temperature of the oil-water interface was noted by visually lo
cating the tip of the thermocouple at the outer edge of the melt 
layer. 

A typical temperature-time plot of the thermopile output is shown 
in Fig. 5 by the line AB. At point B output of the thermopile suddenly 
drops to C when the thermopile position is changed so that lowest 
thermocouple again nearly touches the interface. Actual pool tem
perature trace given by the thermopile would have been line AC, had 
one been moving the thermopile at the same rate at the receding melt 
surface. The average rate of decrease of water temperature with time 
was obtained by dividing the slope of line AC by ten (the number of 
thermocouples in the thermopile). Thus, to calculate the total en
thalpy loss of the pool per unit area, the average rate of decrease of 
water temperature with time was multiplied by specific heat and mass 
of water in the pool and was divided by the surface area of the slab. 
The error in obtaining the raw heat flux is expected to be less than ±6 
percent [10]. To obtain the net energy utilized in melting of the slab, 

Time i n Seconds 

Fig. 5 Typical temperature output of the thermopile 

heat losses are to be subtracted from the observed raw heat flux. The 
following mechanisms contributed to the heat losses not accounted 
for in the theoretical model. 

1 Heat loss to the pyrex jar and to the surroundings: This heat 
loss was calculated by performing experiments for the rate at which 
enthalpy of the pool decreased when the slab of frozen olive oil was 
replaced by a 6.5 cm thick slab of bakelite (an insulating material). 

2 Heat loss by conduction to the subcooled slab: The slab tem
perature was generally 5 K lower than the melting temperature of olive 
oil. The heat lost by conduction to the slab was calculated by using 
transient heat conduction equation in a semi-infinite slab. 

3 Heat loss, as sensible heat to olive oil: Additional sensible heat 
'(apart from that to the film) was supplied to olive oil droplet during 
its growth into the pool and escape through the pool as part of the olive 
oil layer overlying the pool free surface. This heat flux was calculated 
by knowing the mass flux of the melt and the temperature difference 
between the overlying layer of olive oil and mean temperature of the 
film. 
Details of the heat loss calculations are given in [12]. Maximum un
certainty in calculating the net heat flux is expected to be less than 
±8 percent. Error in measuring the interface temperature should be 
less than ±10 percent. This gives a maximum possible error of ±13 
percent in the heat transfer coefficient. 

To ascertain the melting temperature of olive oil, a pyrex jar con
taining frozen olive oil was left in the open for several hours and the 
temperature of the solid surface beneath the melt layer was measured 
precisely. This temperature was found to be 271.5 K; which is about 
the value reported in the literature. Values of viscosity of olive oil at 
different temperatures could not be found from a single source in the 
literature. Thus viscosity data from various sources (e.g., [13,14]) were 
collected and were found to be correlated well with a correlation based 
on viscosity at two different temperatures reported in [14] only. Only 
one data point for interfacial tension between water and olive oil at 
293 K was available from [13]. The interfacial tension between olive 
oil and water has been reported in [15] to be very weakly dependent 
on temperature in the temperature range 295-313 K. In the present 
work, the temperatures of interest generally lie in this range. Thus 
a constant value of interfacial tension at 293 K was used in making 
the predictions. The heat transfer coefficient depends only on ff-1'8, 
thus a few percent error in surface tension would contribute to in
significant error in calculation of heat transfer coefficient from 
equation (14). Maximum uncertainty was encountered in obtaining 
the value of the latent heat of fusion of olive oil. Experiments per
formed with olive oil samples chilled to different temperatures and 
for different times showed that the latent heat of fusion significantly 
depended on these parameters. Thus the latent heat of fusion of olive 
oil was determined in the laboratory by using samples frozen in the 
same manner as the olive oil slabs used in the experiments. Typical 
values of viscosity, interfacial tension, latent heat of fusion and other 
thermophysical properties of olive oil are given in Table 1. Complete 
details of evaluation of these properties can be found in [10]. 

Results and Discussion 
Heat transfer at water-olive oil interface led to preferential cooling 

of the water pool at the bottom. This was a thermally stable situation 
and the movement of the oil droplets through the pool was unable to 
agitate the pool enough to destabilize the stable liquid layer. The pool 
thus tended to stratify while pool temperature varied both with ver
tical position and with time. However, after about 4-5 min, the pool 
temperature in the vertical direction reached a quasi-static value. 

Table 1 Used values for the properties of olive oil (all properties are evaluated 
at 288 K unless otherwise stated.) 

Viscosity 
M, centipoise 

Surface 
tension 

between oil 
and water 

a, dynes/cm 

Latent 
heat of 
fusion 

haf, joule/gm 

Thermal 
conductivity 
k, w/cm K 

Specific 
hea tc p , 

joule/gm 
K 

Density 
p, gm/cm3 

Nondimension-
alizing 

parameter 

99 20 (293 K) 60 0.00169 2.00 0.916 0.493 
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Thereafter, the ratio of maximum or mean pool temperatures to the
interface temperature remained nearly constant with time. The
quasi-static oil-water interface temperature at the melting surface
is plotted in Fig. 6 as a function of the mean pool temperature. Few
data points marked in circles and not correlated by the straight line
drawn through most of the data, correspond to times shortly after
forming the pool of warm water over the frozen olive oil surface. For
these times «5 min) transient effects were present.

Photographs in Fig. 7 show the side and top views of the melt re
moval process when a pool of water at a mean temperature of about
325 K was formed over the slab. The ridges and valleys show a definite

Dimensionless Time, t/~

Fig. 8 Interface height as a function of lime during one cycle

wave pattern. The distance measured between two consecutive nodes
lying over the middle portion of the slab (Fig. 7(a» measures about
5.4 cm ("'" Ad). The droplet spacing as well as droplet arrangement are
distorted near the edges. The first row of droplets seen in Fig. 7(a) lies
adjacent to the slab edge and in this row the droplet spacing is less
than that in the interior. A square grid pattern and a three-dimen
sional wave is clearly visible in this photograph. The spacing between
nodes of the droplets was measured to lie between 4.0 to 5.5 em,
whereas two-dimensional most dangerous Taylor wavelength based
on viscous and finite layer analysis is predicted to be 5.5 em. The
height difference between peaks and valleys tended to increase as the
melting progressed and was observed to reach a limiting value of about
>./6.

Interface height as a function of time during one droplet cycle is
shown in Fig. 8. During the first quarter period, the interface is seen
to maintain its near equilibrium position. Visual observations showed
that during this period, interface tended to smooth out any distortions
caused to the interface during the previous droplet pinching-off pe
riod. At 11* = 1.5, the droplet height starts to increase very rapidly with
time. This is indicative of the breaking away of the droplet from the
interface. This value of 7/* at which the droplet starts to break away
is exactly the same as has been predicted from the theoretical analysis:
The droplet height, 7/*, at half the time period for one cycle is observed
to be about 0.85. Various other droplet parameters such as droplet
radius, R*, droplet base radius, '1*, radius of equivalent circle, '2*,
and droplet height observed at half period are compared in Table 2
with the predictions based on A = 0.8Ad and Ad. It is observed that
predictions are in fair agreement with the data.

The growth rate of the olive oil-water interface predicted by Taylor
stability theory for viscous immiscible liquids of finite depth is plotted·
in Fig. 9 as a function of wavelength of the disturbance. In this figure
the range of observed wavelength and the growth rates during early
periods when linear stability theory is applicable are also plotted. It
is noted that the interface growth rate in the eweriments is about 30
times slower than would be predicted for the most dangerous or the
fastest growing Taylor wavelength. This confirms the assumption
made earlier, while doing the analysis, that equilibrium between
surface tension and buoyant forces exists and the interface has little
or no inertia. Furthermore, the observed wavelengths lie between the
critical and the most dangerous wavelengths. As seen from Fig. 9, for
wavelengths near the critical, a slight caange in wavelength results
in a large increase in growth rate. Therefore, taking into consideration
the experimental constraints such as edge effects, it is possible to have
much smaller growth rate than demanded by the observed wave
lengths.
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Table 2 Comparison of droplet data with the predictions 

Constant 
Dimension- Mean for heat 

Dimension- less droplet Dimensionless interface transfer 
less droplet chord length cell radius height coefficient 
radius R* n* r2* = X*/v^ v* C 

(1) 
Data 

(2) 
Predictions based on 

X = 0.8 Xd 

X = Xd 

3.6 

4.1 

4.3 
4.3 

2.3 

2.2 

2.6 
2.6 

5.7 

5.9 

5.0 
6.3 

0.85 

0.80 

0.9 
0.9 

0.20 

0.20 
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Fig. 9 Comparison of observed and predicted wavelength and growth 
rate 

Pig. 10 shows the data for heat transfer coefficient as a function of 
temperature difference across the film. In this figure equation (14) 
with constant C (=0.21) predicted a priori is also plotted. For AT > 
20 K, the heat transfer coefficient is seen to depend on AT1/4 as has 
been predicted from the analysis. The prediction, however, is about 
20 percent higher than the data for AT > 20 K. It should be noted that 
the prediction is based on a prejudged value of X and average value 
of T\*. However, if the prediction was based on observed value of X and 
i?* as given in Table 2, the data would be about ten percent below the 
theory. As AT decreases below 20 K, the heat transfer coefficient 
decreases slowly till AT is slightly higher than 10 K. For AT less than 
20 K, cyclic release of droplets breaks down and droplets are released 
randomly. For these temperature differences the film model devel
oped earlier does not hold well. At AT - 10 K, the heat transfer 
coefficient decreases very rapidly and thereafter, remains nearly 
constant until AT e* 5.5 K (T,- = 277 K). Visual observations showed 
that at AT ~ 10 K, the droplets ceased to appear at the slab surface. 
In the temperature range of (5.5 K < T < 10 K) constant heat transfer 
coefficient, the heat transfer between pool and the slab takes place 
by direct conduction. The small temperature differences are insuf
ficient to cause enough melting to maintain a continuous flow of melt 
to the droplets. At interface temperature of 277 K (AT = 5.5 K), the 
heat transfer coefficient suddenly drops to near zero. At this tem
perature water is heaviest and offers a stable situation such that water 
adjacent to the interface stays at 277 K until the temperature of the 
whole of the pool drops to 277 K. The experiments were, however, 
terminated much earlier. 

It should be pointed out that the cut off temperature (AT = 20 K) 
at which the heat transfer coefficient no longer depends on AT-1 '4 

may be peculiar to the present set of fluid combinations. The present 
work only demonstrates that departure of heat transfer coefficient 
from AT_1/4 dependence is related to certain minimum melt volume 

~i r — i | 1 | 

T h e o r y , X = 0 . 8 X , , C = 0 . 3 1 

T h e o r y , X = X c = 0 . 2 0 

T e m p e r a t u r e D i f f e r f 

Fig. 10 Dependence of heat transfer coefficient on temperature difference 
across the film 

flux. Its generalization would require further experiments with dif
ferent melt and pool liquids (especially with melt layers of higher 
thermal conductivity). Also, if the data for heat transfer coefficient 
based on mean pool temperature were plotted [10], the predictions 
based on the mean pool temperature would be about two times higher. 
Erroneous heat transfer coefficients may be obtained if stratification 
of the pool is not considered and the heat transfer coefficients are not 
based on the melt-water interface temperature. 

Conclusions 
1 Melting of a less dense material placed underneath a heavier 

liquid has been shown to be governed by Taylor instability theory, 
and to be completely described by a theoretical model based on 
equilibrium between surface tension and buoyant forces acting on a 
perturbed interface. 

2 Data for the droplet radius, droplet base radius and the droplet 
height are found to compare favorably with the predictions. 

3 The observed dominant wavelengths are found to lie between 
critical and most dangerous wavelengths and the observed interface 
growth rates are about 30 times smaller than would be predicted for 
the fastest growing Taylor wave. 

4 The pool has been found to stratify with time because the flow 
induced by the movement of the droplets through the pool is insuf
ficient to agitate the pool. 

5 Heat transfer coefficient data obtained for interface and melting 
surface temperature differences greater than 20 K are found to be 
about 20 percent lower than predictions. The obtained heat transfer 
coefficients may be much lower than the prediction if the heat transfer 
coefficients were based on the difference between mean pool tem
perature and the melting temperature of the slab. 
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The Determination of the Thermal 
History in a One-Dimensional 
Freezing System by a Perturbation 
Method 
A perturbation method is employed to determine the thermal history of a biological organ 
frozen with a constant cooling rate at its outer surface. Solutions were obtained for the 
time history of the propagating phase front and the distribution of cooling rates within 
the organ. By means of a one-dimensional analysis, a new dimensionless group has been 
found to correlate the range of cooling rates in a frozen organ of complex shape. The ana
lytical model has been confirmed by experimental measurements on a one-dimensional 
freezing system. The results of this treatment are useful in the design and analysis of ex
periments dealing with freezing in one dimension, particularly in the preservation of or
gans by freezing. J 

Introduction 
One of the technical difficulties encountered by surgeons in organ 

transplantation is the shortage of available organs and the need for 
close donor-recipient interaction in terms of time and compatibility 
of the organ. One possible solution to this problem is an organ bank 
similar to the existing blood banks. 

Biological cellular preparations have been preserved successfully 
at low temperatures for prolonged periods of time. This method of 
preservation is already used extensively for red blood cells and sper
matozoa [1]. 

Experimental evidence indicates that, when storing a cellular 
preparation at low temperatures, the survival of the cells depends 
upon the cooling rate, and subsequently, the heating rate in the 
temperature range close to the temperature of the change of phase 
[2]. The plots depicting the dependence of survival on cooling rate 
have a shape that is approximately Gaussian with a maximum survival 
peak at a certain optimal cooling rate and with the survival decreasing 
at both higher and lower cooling rates. Each cell type has its own 
particular survival curve and the range of cooling rates for the various 
types of human cells covers several orders of magnitude. A generally 
accepted theory, due initially to Mazur [2] suggests a dual mechanism 
responsible for the damage occurring in the frozen cell. At suboptimal 
cooling rates the damage is a consequence of the increased concen
tration of electrolytes in the cellular solution as water leaves the so
lution in the form of ice, while at above optimal cooling rates damage 
correlates with the formation of intracellular ice. 

Organs and cellular preparations have a certain similarity, and 
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therefore it is most tempting to postulate that the viability of a frozen 
organ will depend upon the cooling rate. Finding such a relation is 
complicated by the fact that organs are composed of large numbers 
of different types of cells, their volumes tend to be much larger than 
those of cellular preparations, and their shapes are irregular; therefore, 
it is much more difficult to determine the optimum range of cooling 
rates when freezing an organ. 

The purpose of this paper is to deal with the complexity introduced 
by the volume and shape factors of the organ. A dimensionless ana
lytical study based on perturbation methods and experimental 
measurements will be performed for the temperature profile and 
cooling rates in the frozen organ when a constant cooling rate is im
posed on the outer surface of the organ. A criterion for the range of 
cooling rates in the frozen organ will be sought in terms of a dimen- ! 
sionless number. Although the analysis performed for the one-di- < 
mensional case is in cartesian coordinates, it can be extended to cy
lindrical and spherical coordinates. 

Analysis 
Heat transfer problems dealing with phase change are referred to 

as Stefan-type problems. The boundary conditions in those problems 
are nonlinear and cannot be solved by conventional analytical 
methods of solution; thus, a variety of analytical and numerical 
methods have been devised to overcome this difficulty. Most of these 
methods are described in [3]. 

Perturbation methods for a situation involving a change of phase 
employ Stefan number, Ste, as a perturbation parameter. In the so
lution presented here, the moving phase boundary is immobilized by 
a transform proposed by Landau [4], and subsequently used in a 
perturbation method [5], which makes the nonlinearity appear ex
plicitly in the heat transfer equation. Further, the relation between 
the position of the freezing front and the heat flux through it derived 
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from a heat balance on the front, is introduced into the heat transfer 
equation. Then, a long-time solution can be found by a regular per
turbation for the temperature distribution. A peculiarity of this ap
proach is that the square of the position of the freezing front rather 
than the position itself is presented as a regular perturbation se
ries. 

The geometry of the biological tissue is presented schematically 
in Fig. 1. It is assumed that the entire tissue is initially at the phase 
transition temperature, while the temperature on the outer boundary 
at x = 0 changes with a constant cooling rate, until some minimum 
temperature established by the apparatus and tissue properties is 
reached. Since biological tissue has a water content of 60-90 percent, 
it will be assumed, in this simple analysis, that the tissue has the 
thermal properties of water and is initially homogeneous. 

The mathematical formulation for the problem stated above is: 

(1) 
dT_ 

dt 

0<x < 

with the initial conditions, 

T(x, 0) = 

The boundary conditions are, 

d2T 
= £* T 

d%2 

Mt); t > 0 

--Tph; 0<x 

TU(t), t) = Tph 

T„(0, t) = TPh ~ Ht 

and the heat balance on the freezing front, 

dT 
h— (*(t\ M = „ r d * ( t ) 

and, 

.4.(0) = 0 

(2) 

(3) 

(4) 

(5) 

(6) 

The temperature of the outer surface changes at a constant rate, H, 
and the minimum temperature, Tm i n , that can be achieved on the 
outer surface, for each value ofH, is a function of the freezing system 
used and the tissue properties. The position of the phase boundary 
when T0 = Tmm is defined as A = a. 

The normalized dimensionless variables employed in this analysis 

<P/I 

U(t)| 
H.t 

Tph -

& 1 ph 1 min 

The dimensionless parameters used in this analysis are 

Ha2 

—• ft = 
L 

(7) 

s t e = cP(Tph Tmin) R : 
(8) 

{Tph ~ Tm\n)a 

where Ste is the Stefan number and B, a dimensionless number sim
ilar to the Fourier number. The square of the position of the freezing 
front will be called 

[S(T)F (9) 

PHASE CHANGE 
INTERFACE 

COORDINATE 
ORIGIN 

Fig. 1 Schematic drawing of model 

When equations (6-8) are introduced into equations (1-5), the results 
are 

d2u 
B 

du f du dA 

and 

df2 I dr 2 d f d r 

0 < f < 1; 0 < T < 1 

u(f,0) = 0 

u(l, r) = 0 

u(0, T) = T 

du 
— t - U , T ) 

B dA 

2 Ste dr 

and, 

A(0) = 0 

From equations (14) and (15) it can be found that 

A = - -
2 Ste X du 

(1, T) dr 
B Jo d^ 

and when (16) is introduced into (10), it yields 

d2u 
= - S t e 

du pr du , du du 
2 — I — ( l , T ) d T - r 1, 

dr Jo d f ' df df 
0 < f < 1; 0 < r < l 

r) 

(10) 

(11) 

(12) 

(13) 

(14) 

(15) 

(16) 

(17) 

The values for the Stefan number in biological tissue (water) for the 
temperature range in which experiments are conducted are smaller 
than 1 and decrease for higher minimal temperatures Tmin. Thus the 
Ste number can be regarded as a perturbation parameter. 

. N o m e n c l a t u r e -

a = tissue half width 
A = square of the dimensionless location of 

the freezing front 
B = dimensionless number defined in equa

tion (8) 
B* = dimensionless number defined in 

equation (32) 

Bi = Biot number, 

c = specific heat 

h.a 

h = heat transfer coefficient 
H = cooling rate 
k = thermal conductivity 
^min = half of the smallest dimension of an 

organ 
L = latent heat 
A = temporary position of freezing front 
S = dimensionless position of freezing 

front 
Ste = Stefan number defined in equation 

(8) 
u = dimensionless temperature 

t = time 
T = temperature 
T0 = temperature of outer surface 
Tph = change of phase temperature 
Tf = fluid temperature 
Tmin

 = minimum temperature for a certain 
freezing protocol 

x = length 
a = thermal diffusivity 
p = density 
r = dimensionless time 
f = dimensionless length 
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Equation (17) suggests the following form for the long-time per
turbation solution for the temperature profile: 

u = u0 + Ste ui + Ste2 u2 + - - - 0(Ste3) (18) 

Introducing equation (18) into equation (17) and equating powers of 
the Stefan number, we obtain 

(19) 

(20) 

S t e ° , ^ = 
df2 

st e l ,% = 
df2 

S t e 2 , ^ = 

= 0 

= _ 2 d U o CrdUo dUo^O 

dr J o df dr df 

= _ 2 ^ r^ ( 1 ) T ) d T 
dr J o df 

dr J o df df df 

d m duo , , . — f (1, T) 
W ar 

(21) 

Substituting equation (18) into equations (12) and (13), we obtain for 
the boundary conditions 

"o(0, T) = T 

u;(0,r) = 0,t = 1 ,2 - - -

u;(l T) = 0, i = 0 ,1 , 2 - -

(22) 

(23) 

(24) 

In this problem the initial condition is immaterial as seen in 
equation (6) and therefore the long-time solution found here is the 
solution of the problem in the whole domain of time. 

The solution of equations (19-24) is 

n « Ste r fll - ft 
u = T(1 - f) 

( S t e r ) 2 f ( l - f ) ( 2 f + 5 ) 

18 
+ - - 0(Ste3) 

0 < f < l ; 0 < r < l (25) 

This solution has apparently secular terms in T and f, but it should 
be remembered that T and f are normalized with respect to their 
maximum values and therefore in the discussed time-space domain, 
the perturbation solution will not break down. From equations (9,16) 
and (25) the dimensionless position of the freezing front was ob
tained 

S(r) = 
Ste : 

B 
1 - -

S t e : 
+ ^ ^ + - 0 ( S t e ) 3 

1/2 
(26) 

3 36 

From the definitions of S ( T ) and T in equations (7) and (8) as nor
malized variables, it follows that when their maximum values are 
introduced in equation (26) (i.e. S( l ) = 1), we obtain 

\ll/2 
•0(Ste3) 1 = T( -

Ste 7 Ste2 

+ + . 
3 36 

From equations (7, 8) and (27) the value of a becomes 

la CpU/2 

IHL) 
(Tph - Tn 

Ste 7 Ste2 1/2 
1 + 

3 36 

(27) 

(28) 

The cooling rate on the freezing front at its maximum penetration can 
be found from equations (7) and (25) viz. 

dT 

dt 
•U(t),t) = -H 

Ste 7 Ste2 2 

1 + 
2 18 

Ste 7 Ste2 ' 
1 + 

3 ,36 

(29) 

From consideration of the continuity of the solution it can be con
cluded that when freezing a tissue with a constant cooling rate on its 
outer surface, the extent of the frozen area a when To = Tm jn will be 
given by equation (28) and the range of cooling rates to be found in 
this area will vary between H and the value given by equation (29). 

An order of magnitude analysis of equation (27) shows that 

Ste 

B 
;0(1) (30) 

Equation (30) can supply a criterion for evaluating the range of 
cooling rates in a complex organ frozen by a cooling protocol similar 
to that discussed in this paper. If 

B* < Ste 

where B* is defined as 

B* = -
HL 

yl ph 1 nun/<* 

(31) 

(32) 

and lmm is half of the smallest dimension of the organ, then the cooling 
rates in the frozen tissue will vary between 

dT 
H> — (x 

at 

for 0 < x 

t)> 

<a; 

H 

0 

/. r 
/. r 
< t 

Ste 
h 

2 
Ste 

h 
3 

< Tph 

7 Ste2\2 

i s ) 
7 Ste2\ 

36 J 
- T • 

1 mm 

(33) 

H 

At this point it is useful to consider the experimental procedure 
used in order to achieve a constant cooling rate on the outer surface 
ol the tissue. This cooling rate is usually achieved by controlling either 
the temperature or the flow rate of a cooling fluid (e.g., liquid nitro
gen). The heat balance on the outer boundary requires that 

dT(0, t) 
-k-

dx 
•=h(t)(Tf-T) (34) 

-k 
dT(0, t) 

dx 
• h{Tf(t) - T) 

at the instant the minimum temperature, Tm\n is reached on the outer 
surface, equations (25) and (34) show that the Biot number, Bi, be
comes 

Ste 5 Ste2\ 

2 18 ] 
B i = 1 + 

I 1 ph *• m i n 

•*• m i n •* J 

(35)' 

where the Biot number is defined 

„ . h.a 
Bi = — 

k 
(36) 

By equating equations (35) and (36) the value of the required heat 
transfer coefficient, h, is determined for a specific freezing protocol, 
A comparison between the required heat transfer coefficient and the 
one available in a certain experimental apparatus could supply in
formation concerning the possibility of actually freezing the organ 
according to the desired protocol (i.e., reaching the required minimal 
temperature Tm jn and freezing the required amount of tissue, a, in 
the specified time period). 

D i s c u s s i o n 
A numerical analysis of the solution has been performed for a bio

logical tissue whose physical and thermal properties were assumed 
to be those of water. 

In Fig. 2 temperature distribution in a frozen tissue is shown at 
different times after the freezing started. These results were obtained 
from equations (25) and (27) for a constant cooling rate of 10°C/min. 
Different order solutions were found to give similar temperature 
distributions for the case in which the temperature on the outer sur
face has reached —100°C. 

The range of cooling rates in a frozen organ for different Stefan 
numbers as defined by equation (8) were obtained from equation (29) 
and presented in Fig. 3. The range of cooling rates has been found up 
to a Ste number of 0.6 since it has been observed that the accuracy of 
the second order solution decreases considerably for higher Ste 
numbers. 
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Fig. 2 Temperature distribution in the frozen medium 
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Fig. 4 Position of the freezing front as a function of the outer surface cooling 
rate for different outer surface temperatures; cooling rates on the freezing 
front for different outer surface temperatures 

From equations (31) and (32) and Fig. 3 a simple criterion can be 
found for the range of cooling rates in an organ, if 

B* < 0.6 

the range of cooling rates in the organ is 

dT 
H > — (x,t)> 0.8H 

dt 

0 < x < 2£min; 0 < T < 
Tph — Tn 

H 

In Fig. 4, the position of the change of phase front (given by equa
tion (28)) is presented as a function of the outer surface cooling rate 
for different outer surface temperatures. The cooling rates on the 
change of phase front for those temperatures are presented as well. 
It is obvious from Fig. 4 that, if a narrow range of cooling rates is re
quired for experimental or preservation purposes in an organ of a 
considerable volume it is possible to achieve this requirement for 
cooling rates on the order of magnitude of 10° °C/min, but it is not 
possible to achieve it for cooling rates on the order of magnitude of 
102 °C/min or higher. For outer surface cooling rates of the order of 
magnitude of 101 °C/min, the criteria resulting from Fig. 3 and 
equations (31) and (32) have to be employed in order to determine 
the likelihood of having a narrow range of cooling rates in the frozen 
organ. The variation of the specific Biot number, defined by equation 
(36) for different outer surface temperatures has been calculated from 
equation (35) and is presented in Fig. 5. The use of Fig. 5 will be 
demonstrated by an example. It can be observed from Fig 4 that if a 
tissue is frozen so that a cooling rate of 100°C/min is imposed on its 
outer surface, the change of phase front will be at a distance of 4 mm 
from the outer surface when the outer surface temperature has 
reached —100°C. Fig. 5 shows that for this outer surface temperature 
the required Biot number is 1.1. A value for the heat transfer coeffi-

1 1 

COOLING RATE ATX=0 

s 
COOLING RATE AT X=a 

i l i i i i i i 

O 
O 
u 

0 0.1 0.2 0.3 0.4 0.5 0.6 
STE, STEFAN NUMBER 

Fig. 3 The range of cooling rates in frozen tissue for different Stefan num
bers 

-20 -40 -60 - 3 0 -100 -120 
To, OUTER SURFACE TEMPERATURE,°C^ 

Fig. 5 The specific Biot number, as a function of the outer surface temper
ature 

cient can be found from the data mentioned above by using equation 
(36). 

h - — 

h = 
(1.2K2.3) 

4.1(r3 632 Nm/m2 K 

This value of h is high for a gas flow and it is obvious that if such a 
problem is encountered the coolant should be liquid nitrogen. 

Experiment 
An experiment has been conducted with the intention of correlating 

the outer surface temperature with the change of phase front position 
following a freezing protocol similar to that discussed in the analytical 
part of this paper. Water has been used in the experiment as a first 
order simulation of biological tissue. The experimental apparatus 
consists of a laboratory test tube on a cooling stage (Fig. 6) cooled by 
a flow of low temperature gaseous nitrogen whose temperature is 
controlled by a preprogrammed controller. The controller and the 
coolant fluid system are employed in a cryomicroscope and were de
scribed in detail by Ushiyama in [6]. A 9 m .n ID transparent plexiglass 
laboratory test tube with a wall thickness of 1 mm has been glued with 
epoxy on 0.25 mm stainless steel sheet which covers a 9 mm hole in 
the cooling chamber made of phenolic laminate. Water was introduced 
in the tube and the change of phase front was observed as it advanced 
from the bottom of the tube. The diameter of the tube was chosen so 
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THERMOCOUPLE 

COOLING STAGE 

COOLING CHAMBER 

Fig. 6 Schematic drawing of the cooling stage 

that the heat losses across the outer surface of the tube were negligible 
relative to the heat flux extracted from the bottom for the range of 
cooling rates of interest. The design is a good representation of the 
one-dimensional case. 

The temperature of the stainless steel sheet at the surface in contact 
with the water was measured by means of a 0.05 mm copper con-
stantan thermocouple connected to the controller and a chart re
corder. The tube had a scale covering half its circumference printed 
on the inside (in order to avoid parallax) and divided into increments 
of 2.5 mm. The whole apparatus was positioned so that there was a 
distance of approximately 5 cm between the tube and the chart re
corder and a distance of 15 cm between the tube and a GBC-ITC, T.V. 
camera whbh was focussed on a plane midway between the tube and 
the chart recorder. A certain cooling rate was set on the controller and 
the freezing process including the data on the chart were recorded 
magnified on a video tape thus making it possible to continuously 
correlate the position of the freezing front and the temperature of the 
outer surface which dropped with a constant cooling rate. 

The experimental results for a number of cooling rates have been 
compared with the analytical results obtained from equations (26) 
and (28) and are presented in Fig. 7. A very good correlation was found 
for temperatures of the outer surface as low as —45°C. It has been 
further observed that for a cooling rate of approximately 10°C/min 
and the existing experimental set-up, the lowest temperature reached 
was approximately — 45°C. 

Conclusions 
A perturbation method has been employed to analyze the problem 

of freezing a biological tissue when a predetermined constant cooling 
rate is imposed on its outer surface. Based on this analysis, the fol
lowing conclusions can be drawn: 

1 When an organ or tissue is frozen in such a way that the outer 
surface temperature decreases at a constant rate, H, to a certain 
minimum temperature, Tm;n, the range of cooling rates in the frozen 
medium up to the instant that the minimum temperature is reached 

H=8.3 

H = 5.8*<:/min 

H.3.5*C/mm \ \ X , 

\ \ /^Xs^ 
yy^s^ 

/tOS^j^ 

^ 

c/ m iru. 7 ^ " 

^^ 

«= 0.7cm/s 

Cp=l.Bkj/kg=C 

L= 335 kj/kg 

ANALYTICAL RESULTS 

EXPERIMENTAL DATA 

-10 - 2 0 - 3 0 - 4 0 
T„, OUTER SURFACE TEMPERATURE, "C 

Fig. 7 Position of the freezing front as a function of outer surface temperature, 
analytical and experimental results 

is narrow and varies only between H and 0.8 H. 
2 The range of cooling rates in an organ of a complex shape frozen 

by this method can be evaluated by a dimensionless number which 
includes the thermophysical and geometrical data of that tissue or 
organ. 

3 If a narrow range of cooling rates is required in a frozen organ 
or tissue (for experimental or preservation purposes), it is most likely 
that this requirement can be achieved with cooling rates of the order 
of magnitude of 10° °C/min, but most likely could not be achieved for 
cooling rates on the order of magnitude of 102 °C/min or higher. For 
the intermediate range of cooling rates the dimensionless number 
mentioned above should be employed to determine whether in a 
specific tissue it is possible to achieve the narrow range of cooling 
rates. 

4 The analytical results compare well with experimental mea
surements. The results presented in this paper could facilitate the 
determination of the range of cooling rates in an organ of irregular 
shape frozen according to the freezing program analyzed in this paper. 
This information could be helpful in the analysis of an experimental 
procedure whose purpose would be to find a correlation between 
cooling rates and post freezing organ viability. 
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Exact Solution for Freezing in 
Cylindrical Symmetry with Extended 
Freezing Temperature Range 

n 
(The problem of solidification by a line heat sink in an infinite medium with cylindrical 
symmetry for a substance having an extended freezing temperature range between the 
solidus and liquidus temperatures is solued exactly for two different cases characterizing 
the distribution of the solid fraction within the two-phase zone. In one of the models, the 
solid fraction is assumed to vary linearly with the temperature and in the other solidifica
tion within the two-phase zone is assumed to have a linear relationship with the distance. 
The analysis is applicable for both eutectic and solid solution alloys. 

) 

In troduct ion 

The exact solutions of phase change problems are limited to a 
few idealized situations because the interface between the phases is 
moving as the latent heat is absorbed or liberated; as a result the lo
cation of the solid liquid interface is not known a priori and must 
follow as part of the solution. The problems so posed are nonlinear 
and the solutions involve considerable difficulties; however, a limited 
body of literature exists. Most of the exact solutions are discussed in 
[1]; some of the recent work includes the solution for a semi-infinite 
body with extended freezing temperature range [2] and the solution 
for freezing of humid porous half-space [3]. Most of the solutions are 
for a half-space in the rectangular coordinate system. It appears that 
the exact solution in the cylindrical coordinate system is limited to 
the problem of freezing (or melting) by a line heat sink (or source) in 
cylindrical symmetry solved by Paterson [4] and reported in [1]. 
Furthermore, all the existing solutions except the one reported in [2] 
are for a phase change process appropriate for pure substances in 
which the phase change takes place at a discrete melting (or solidifi
cation) temperature; as a result, the solid and liquid regions are sep
arated by a sharp interface at the melting point temperature of the 
material. In the case of a binary system the latent effect occurs in an 
extended zone between the solidus and liquidus temperatures, as a 
result a two-phase region (called a mushy region) may exist between 
the purely solid and purely liquid phases. This two-phase region is 
bounded by two isothermal interfaces, one at the solidus temperature 
and the other at the liquidus temperature. In the present investigation 
a phase change problem of this type is solved in cylindrical symmetry 
for solidification caused by a line heat sink located at r = 0. 

Analysis 
A line heat sink of strength Q,W/m, is located a t ) ; 0 in a large 
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body of liquid which is initially at a uniform temperature T; higher 
than the liquidus temperature T2 of the material. The heat sink is 
activated at time t = 0 and absorbs heat continuously for times t > 
0. As a result the solidification starts at the origin and propagates in 
the positive r-direction. For a binary system considered here the so
lidification takes place over a two-phase zone consisting of solid and 
liquid mixture contained between the purely solid and purely liquid 
phases. The present study is concerned with the determination of 
one-dimensional transient temperature distribution in each of the 
phases and the locations of the solidus and liquidus fronts as a func
tion of time. All thermophysical properties of each phase are assumed 
to remain constant, but may differ for different phases. The convec-
tive velocity resulting from volumetric effects is considered negligible. 
As the solid is continuously formed within the two-phase region, the 
heat released during solidification is treated as a volumetric heat 
generation term, in the manner of [5, 6], expressed as 

dfs g(r,t) = PL-f. 
dt 

(1) 

Here, p is the density, L is the latent heat per unit mass and / s is the 
solid fraction within the two-phase zone. Thus, the rate of change of 
solid fraction with respect to the time in the two-phase zone provides 
a heat generation effect. The relative amount of solid phase present 
in an alloy at any temperature is readily determined from the phase 
diagram by the application of the lever rule [7] or a solid-fraction 
temperature relationship can be written [6]. In the present analysis, 
we considered two different models for the determination of /s in the 
two-phase zone. 

Model I. In this model, a linear relationship is assumed between 
the solid fraction and the temperature, such that in the two-phase 
zone fs is represented by 

/. — fsu hi 
Tt 

T2~TX 

(2) 

where Tt = Tt(r, t) is the temperature within the two-phase zone, T\ 
and Ti are the solidus and liquidus temperatures respectively. Clearly, 
the solid fraction fs has a value of zero at the liquidus front and fsu at 
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the solidus front. For an alloy system showing an eutectic the value 
of fsu depends upon the alloy composition. If the alloy composition 
lies between the horizontal extremities of the eutectic composition, 
fsu is the solid fraction at the eutectic temperature. For an alloy out
side the eutectic range fsu is unity. 

Model II. In this model, the process of solidification within the 
two-phase zone is assumed to have a linear relationship with the 
distance, expressed in the form 

r-SAt) 
h=f*u<X-R), where R (3) 

S2(t)-SAt) 

Here, r is the radial distance from the origin, SAt) and S2(t) are the 
locations of the solidus and liquidus fronts, respectively. , 

So lut ion for Model I 
The differential equations of heat condition for the solid, two-phase 

and liquid regions are given respectively as 

1 dTs(r,t) ld_l d]\ 

r dr\ dr 

VTA^pLdh 

r dr\ dr j kt dt 

1 d / d7V 

r dr \ dr 

r dr\ 

as dt 

1 dTt(r,t) 

at dt 

1 dTe(r,t) 

0<r<Sdt),t>0 (4) 

S1(t)<r<S2(t),t>0 (5) 

r > S2(t), t>0. • (6) 
a£ dt 

The heat generation term appearing in equation (5) results from the 
heat released in the two-phase zone according to equation (1). 

The heat sink at the origin should satisfy the following energy 
balance equation 

lim \2Trrks — I = Q. (7) 
r^o I dr I 

The boundary conditions at the solidus front are 

Ts(r,t) = T,(r,t) = T1 at r = S1(t),t>0 (8a) 

ks — -kt — = PL(l-fsu)^~ at r = S1(t),t>0 (86) 
dr dr dt 

where the right-hand side of equation (86) accounts for the liberation 
of latent heat resulting from the liquid fraction (1 - fsu) in the two-
phase region just at the solidus front. The boundary conditions at the 
liquidus front are 

Tt(r,t) = Te{r,t) = T2 at r = S2(t), t > 0 

kt 
dT\ 

dr 
ke— at r = S2(t),t>0. 

dr 

The boundary condition at r —- °° is taken as 

Te(r, t)<=Ti as ? • — » « > 0 

and the initial condition for the liquid phase as 

T£(r,t) = Ti for t = 0, r > 0. 

(9a) 

(96) 

(10) 

(11) 

In this model, the solid fraction fs in the two-phase zone is given by 
equation (2). Then 

dh 
dt 

fsu dTt(r,t) 

dt 
(12) 

T2-Tx 

Introducing equation (12) into (5), the differential equation for the 
two-phase zone takes the form 

where 

r dr \ 

1 

at* 

< dTr\ 1 dT(r,t) 

, dr j at* dt 

f>Lfsu 1 

'kATv-Ti) at' 

(13a) 

(136) 

Thus, the assumption /„ is a linear function of temperature as defined 
by equation (2) removed the nonhomogeneous generation term from 
the differential equation for the two-phase zone. Now the analysis of 
the problem is reduced to the solution of the three homogeneous 
equations (4), (6), and (13), subject to the boundary and initial con
ditions given by equations (7) through (11). The solutions of these 
three homogeneous equations are chosen in the forms 

Ts(r, t) = dEi(-r2/4ast) + C2 0 < r < Sx(t) (14) 

Tt(r,t) = C3Ei(-ry4at*t) + C4 SAt) < r < S2(t) (15) 

Te(r, t) = CuEH-ryiaet) + C6 r > S2(t) (16) 

where Ei(-z) is the exponential integral function [8] and C;'s, i = 1 
to 6, are the integration constants. The notation Ei (x) has also been 
used for —Ei(—x) in other references. Clearly, these equations satisfy 
the differential equations (4), (6), and (13). The integration constants 
are determined by utilizing the six boundary conditions given by 
equations (7), (8a), (9a), and (10); the coefficients determined in this 
manner also satisfy the initial condition (11) for the liquid phase. The 
resulting solutions are given as 

Q 
Ts(r, t) = Ti + ~2— {Ei(-r2/4ast) - Ei(-X2)l 0<r< SAt) 

4irfe. 

Tt(r,t)-
Ti 

Ei(-V
2) - Ei(-X2as/at*) 

TiEK-r,*) - T2Ei(-\2as/at*) 

Ei(-V
2) - Ei(-X2as/at*) 

(17a) 

EK-rt/iatH) 

SAt)<r<S2(t) (176) 

Te(r, t) = Ti -
Tt 

Ei(-n2at*/ae) 
•Ei(-r2/4a(t) r > S2(t) 

(17c) 
where, in the process of obtaining these solutions, we introduced two 
unknown constants X and i\ defined as 

X = S1( t) /2(a s t )
1 / 2 or SAt) = 2X(ast)i/2 (18a) 

i? = S2{t)/2(att*)V* or S2(t) = 2i7(af*i)1/2. (186) 

and X and t\ are both positive quantities. 
Finally, when equations (17) and (18) are introduced into the interface 
energy balance equations (86) and (96) the following two transcen
dental equations are obtained for the determination of the parameters 
X and 1}-. 

4 T 

M T a - F i ) 
Ei(-r,2) - Ei(-\2as/at*) 

T2-Tx 

-X2ns/at* 

EU-r,*) - Ei(-\*as/at*) 
k£ 

= X2«.,(l - fsU)pL, (19a) 

T2 - Ti 

' Ei(-Tfat*/at) 
?—rj2at*/ae 

(196) 

.Nomencla tures 
Bn = defined by equation (256) 
fs = solid fraction in the two-phase region 
fsu = solid fraction in the two-phase region at 

the solidus front 
g(r, t) = internal heat generation defined by 

equation (1), W/m3 

k = thermal conductivity, W/m°C 
L = latent heat, Ws/kg 
Q = strength of the line heat sink, W/m 

r = radial space coordinate 
SAt), S2(t) - the locations of the solidus and 

liquidus fronts respectively, m 
t = time, s 
T = temperature, °C 
Ti, T2, Ti = solidus, liquidus, and initial 

temperatures respectively 
at* = defined by equation (13b) 
a = thermal diffusivity, m2/s 

(i.e., as = ks/pCs) 
X, ?) = parameters defined by equations (18) 

or(20) 
p = density, kg/m3 

Subscripts 

£, s, t = refer to the liquid, solid and two-
phase regions respectively 
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Once X and ri are determined from the solution of equations (19), the 
temperatures in the solid, two-phase and liquid region are obtained 
from equations (17) and the locations S\(t) and S2(t) of the solidus 
and liquidus fronts from equations (18). The foregoing solutions are 
exact because the differential equations, the boundary and initial 

for the liquid phase and are given as 

Q 
T5(r, t) = Ti + - 2 — [Ei(-rV4aat) - Eii~X2)] 

4itk, 

in 0 < r < Si(t) (26a) 

T2-Tl+ •£ B„[(2Xas
1/2)2"+3 - (2ijfft

1/2)2"+3] 
n=0 

Tdr, t) = • •—-Ei 
Eii-r?) - Eii-X2ajat) \ 4attl 

u 
TiEii-v2) - T2Eii-X2as/at) - £ Bn[(2Xas

1/2)2"+3EJ '(-)?2) - i2r,at
1'2)2"+sEii-X2as/at)] 

n = 0 
+ EH-r,2) ~ Eii-X^ajat) + 

£ f l / j _ ) - » ^ SM<r<Si 
t1'2) 

it) (266) 

conditions are all satisifed by the solutions (17). 

Solution for Model II 
In this case the governing differential equations and the boundary 

conditions are exactly the same as those given above by equations 
(4-6) and (7-11) respectively. The only difference is that the solid 
fraction f, within the two-phase zone is a function of position. Thus, 
the generation term cannot be combined with the time derivative term 
as has been done for the previous model; as a result the differential 
equation (5) for the two-phase zone remains nonhomogeneous. To 
determine a particular solution for this nonhomogeneous equation, 
an explicit form is needed for the heat generation term. A functional 
form for dfjdt can be established by assuming Siit) and S2it) vary 
with the time as 

Si(t) = 2X(«st)
1/2, S2it) = 2viatty'2, (20) 

where the constants X and 77 are yet to be determined. When equations 
(3) and (20) are introduced into equation (5), the differential equation 
for the two-phase zone takes the form 

1 ZTtir,t) ld_l dTA r 

r dr \ dr I t3/2 

where the constant H is defined as 

pLfsi. 

at dt 

H-

(21a) 

(216) 
4ktiwt1/2 - W / 2 ) 

The analysis of the problem now involves the solution of equations 
(4), (6) and (21) subject to the boundary conditions (7) through (11). 
The solutions of these three differential equations are chosen in the 
forms 

Tsir, t) = AiEii-r2/4ast) + A2 0<r<Siit) (22) 

Ttir,t)=A3Eii-r2/4att) 

+ A4 + Ttpir,t) Siit)<r<S2it) (23) 

Ttir, t) = Af$ii-r2l4aet) + A6 r > S2it) (24) 

where Ttpir, t) is a particular solution of equation (21) and A ' s , i = 
1 to 6, are the constants of integration. 

A particular solution of equation (21) is determined by the method 
of series expansion, and the resulting particular solution is obtained 
as 

Ttpir, t) 

where 

Bn 

( - l ) "+ i PLfsu [in+l)\ 

(25a) 

(256) 
2M»«t 1 / 2 - Xas

1'2)at"i2n + 3)[(n + 3)!] 

The integration constants A{'s are determined by the application of 
the six boundary conditions given by equations (7, 8a, 9a) and (10). 
The solutions obtained in this manner satisfy the initial condition (11) 

TArJ)^Ti--~^—~—Eii-r2/4aet) in r > S2(t). 
Eli—T\ atlae) 

(26c) 
When equations (26) and (20) are introduced into the interface energy 
balance equations (86) and (96), the following two transcendental 
equations are obtained for the determination of the parameters X and 
% 

, - x 2 . 
4-K 

iT2-Ti)+ Y. Bn[i2XasV
2)2"+3 - i2Vati'

2)2"+z] 
re=0 

' Eii-r)2) - Eii-X2ajat)
 X 

X e - » ! * - - E Bni2n + 3)i2Xas^
2)2n+s 

2 n=0 

= X2as(l - fsu)pL, (27a) 

(T2 - Ti) + E Sn[(2Xa s
1/2)2"+3 - ( 2 W / 2 ) 2 n + 3 ] 

' Eii-r,2)-Eii-X2aJat)
 X 

X e - ' 2 + - Z Bni2n + 3)i2Vat
l/2)2n+3 

2 n=o 

= ke 

T2-Tt 

Eii—rpatlag) 
r,h/a (276) 

N u m e r i c a l E x a m p l e and D i s c u s s i o n 
To illustrate the application of the present analysis, we now con

sider the solidification of an aluminum-copper alloy containing five 
percent copper. The physical properties of the solid and liquid phases 
are taken as [5]. 

ks = 197.3 W/m°C 

Cs = 1046.7 Ws/kg°C, 

p = 2723.2 kg/m3 

Ti = 547.8°C 

fsu = 0.8952 

ke = 181.7 W/m°C 

Ct = 1256 Ws/kg°C 

L = 395,403 Ws/kg 

T2 = 642.2°C 

and kt and Ct for the two-phase zone are approximated as 

ks + kg 

Ct 

2 

Cs + C£ 

185.5 W/m°C 

1151.35 Ws/kg°C 

It is assumed that the liquid phase is initially at a uniform tempera
ture Ti = 648.9°C. •* 

The Model I is applied for the analysis of this problem and the 
calculations are performed for heat sink of strengths taken as: 

. Q = 20,000; 30,000; 40,000; 50,000 and 70,000 W/m. 
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The values of the parameters A and t\ associated with this model 
are determined from the solution of the coupled equations (19a, 6). 
A modified Newton's method described in [9] is used for the calcu
lations. Since a small number is generally determined from the alge
braic sum of many large numbers, it was found necessary to retain a 
large number of significant digits in these calculations. 

Table 1 lists the values of X and r; for Model-I for the set of input 
parameters given above and for several different values of the heat 
sink strength Q. 

Fig. 1 shows the location of the solidus (Si) and liquidus (S2) fronts 
as a function of time for a heat sink of strength Q = 50,000 W/m. Fig. 
2 shows the temperature distribution as a function of the radial po
sition for the solid, two-phase and liquid regions at the time t = 1 hr 
after the start of solidification for a heat sink of strength Q = 50,000 
W/m. 

The two solid fraction models defined by equations (2) and (3), 
provide two possible exact solutions for the solidification problem 
considered in this study. The first model which is equivalent to that 
originally suggested in [10] and applied with the electric analogy 
method for the solidification of castings in slab geometry has found 
good agreement with experiments. The second model has been used 
in [5] to solve a phase change problem approximately by Goodman's 
integral technique in the rectangular coordinate system. By per
forming the analysis for the cases fs/fm = 1 — X", where n = 1, 2, 3 
and X is the equivalent of R in the rectangular coordinates, it has been 
shown that the solid fraction distribution is not the dominant factor 
as far as temperature distribution and the rate of solidification are 
concerned. 
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A Generalized Procedure for the 
Design and Optimization of Fluted 
Gregorig Condensing Surfaces 
(This paper summarizes the general theory of the Gregorig fluted condensing surface, and 
includes advances since Gregorig's original publication. These include Bromley, et al.'s 
mathematical description for the geometrical shape of the convex surface, and definition 
of the "optimum" fluted surface geometry established by Zener and Lavi. However, their 
optimization is applicable to only one of a family of possible convex surface shapes. This 
paper extends the work of Zener and Lavi to define the optimum geometry as a function 
of the included angle of the convex surface. This broader optimization analysis will sup
port calculation of economically optimum fluted surface designs. Calculated results are 
presented for ammonia condensing on vertical fluted tubes and compared with existing 
experimental data. The expected performance of real condensers is discussed, relative 
to the idealized conditions assumed in the analysis. Finally, the paper outlines a step-by-
step procedure for the design of the fluted surface and construction of the convex surface 
profile. 

Introduction 

In 1954, Gregorig [l]proposed a method of using surface tension 
forces to enhance laminar film condensation on a vertical surface. Fig. 
1 illustrates a horizontal cross section thru the wall of a vertical fluted 
tube. 

Although Gregorig's concept is well known, the details of the theory 
and design procedure are not readily available. The Gregorig paper, 
published in German, gives an equation to calculate the film thickness 
on the convex surface using a graphical procedure. And the procedure 
required for design of the concave drainage channel was not specified. 
Richter's 1957 M.S. Thesis [2] defines specific procedures to design 
the Gregorig surface. However, this was not published. Later, 
Bromley, et al. [3] defined the geometrical shape of the Gregorig 
surface and provided certain fundamental geometrical relationships 
for this curve shape, which are useful in design. Finally, Zener and 
Lavi [4] proposed a method for calculating the geometry of an opti
mized fluted surface, accounting for both the convex and concave 
surfaces. However, the equations they present are applicable to only 
one convex surface shape. For practical reasons one may wish to define 
the optimum design for other possible convex surfaces. Thus, there 
have been several advances since Gregorig's original paper. There has 
been no comprehensive summary of those several advances. And, since 
each author uses a different nomenclature, it is difficult to quickly 
grasp the state-of-the-art. 

The purpose of this paper is threefold: 1) Using a consistent no
menclature, summarize the general theory of fluted surface design 

Contributed by the Heat Transfer Division for publication in the JOURNAL 
OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division April 
21,1978. 

as defined by Gregorig, and extended by others, 2) to outline a clear 
design procedure, 3) to extend the optimization analysis of Zener and 
Lavi to include a broader range of optimized surface shapes. 

The Convex Surface 
Gregorig's equation results from a force balance between the 

pressure gradient due to surface tension forces and the viscous forces 
on an element of the condensate film. The surface tension induced 
pressure gradient is dP/ds = <j d(l/r)/ds. Gregorig proposed that the 
radius be varied over S to maintain a constant driving force, dP/ds. 
This will establish a constant film thickness, <S, over the convex arc 
length, S. 

Since hs = k/&, the Gregorig surface yields a constant condensation 
coefficient over the entire convex surface arc length, S. The geomet
rical shape of the convex surface must satisfy the relation (l/r2)dr/ds 
= constant. The resulting equation developed by Gregorig for the 
convex surface is 

1 _ 1 Syk&Ts2 _ 3 s2 

~ 2B54 
ro 2p\agc. 

(1) 

Fig. 1 Cross section of vertical, fluted condensing surface 
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In equation (1), r0 is the convex surface radius at the crest and r is the 
radius at any point s on the surface. This equation defines how the 
radius must be varied to attain a specified and constant film thickness 
over the surface profile. At the termination of the convex surface, l/r 
- 0, which satisfies the requirement d(l/r)/ds = constant. Later 
analysis by Zener and Lavi confirmed that Gregorig's surface shape 
is indeed the optimum. 

Setting l /r = 0 and s = S in equation (1), the resulting film thick-

Hs-8,1'" (2) 

Gregorig provides little detailed description on the use of equStion 
(1) to construct the convex surface shape. No specific information is 
given on the design of the concave drainage surface. 
Bromley presents more detail on the geometrical shape of the convex 
surface. Generalized equations for the arc length are possible if s is 
replaced by its geometrical equivalent JVdfl. As shown in the Ap
pendix, the general equations for construction of the convex surface 
are given by equations (3) and (4). S is the arc length to the end of the 
convex profile at which 8 = 8m. 

8 s 4 1s 

' rQ0m 27 \r08n 

ro 

(3) 

(4) 

The film thickness can be expressed in several forms as shown in the 
Appendix. Then, the condensation coefficient is given by hs = k/5, 
where 

S 3 

1/4 2B \i/4 8 B 
(5) 

\3r0SV \27 ro
30„ 

For a given crest radius ro, there are a family of surface shapes which 
satisfy the Gregorig criterion dP/ds = constant. Fig. 2 illustrates 
several of these Gregorig profiles. Each surface has the same ro, but 
ends at a different 8m. The arc length of each surface is given by 
equation (A3). The third form of equation (5) shows that 5 a 0m

1/2. 
So, smaller condensation coefficients will prevail for larger values of 
8m (longer arc length S). In the discussion on optimized surface design, 
we will show that large values of 0m actually yield higher performance, 
when the condensation coefficient is based on the projected area of 
the convex and concave surfaces. 

Design Procedure for the Convex Surface 
The design procedure for the convex surface is: 
1 Arbitrarily specify 8m and calculate the term B which is defined 

by fluid properties. 
2 Establish condensation coefficient: 

a. Alternate 1: Specify crest radius ro and calculate 5 by 
equation (2) (or the second form of equation (5)). Then hs 

= k/5. 
b. Alternate 2: Arbitrarily specify the desired hs and calculate 

5 = k/hs. Then calculate fo by the third form of equation 
(5). 

6m = 60° 

Fig. 2 Convex surface profiles 

3 The geometrical shape of the convex surface s(r, 8) is computed 
using equation (3). Construction of the curve is discussed in a 
following section. 

The Drainage Groove 
The remaining part of the fluted surface problem is to design the 

concave drainage groove. The normal procedure is to use a semicir
cular channel of constant radius. The channel radius may be selected 
so that the gravity drained channel operates at full capacity at the 
bottom of the tube. The condensing area per drainage groove is Ad 
= 2SL. The volumetric flow rate of condensate to be drained is 

V = 
2SL-UATm 2SL-hsAT 

(6) 
p\ p\ 

Two analyses have been performed for the capacity of the semi
circular concave channel. The models assumed by Richter, and by 
Zener and Lavi are shown in Figs. 3(b) and 3(a), respectively. 

Both analyses assume, at maximum capacity, the drainage channel 
is filled to the inflection point. Richter assumes no curvature of the 
liquid film is present. Zener and Lavi assume that a curved interface 
exists, due to the liquid-surface contact angle. 

Assuming laminar flow, Richter established the capacity for the 
channel of Fig. 3(a) by a force balance. The cross-sectional area of this 
channel is Ad = ird2/8. His analysis gives for the channel average ve
locity at full capacity 

d*g 

Lbv 

From continuity, V = umAd, giving 

i rd4q 
V = 

128c 

(7) 

(8) 

Zener and Lavi's analysis gives a 50 percent smaller channel capaci
ty 

•Nomenclature. 
Ad = flow cross section of drainage channel 
6 = projection of fluted surface (p + d) 
B = p\<rgc/nk&T (equation (1)) 
d = width of drainage groove 
Fi = k(B8m)V4 (equation (13)) 
F 2 = (256c/7rg)(2LA77p\)(equation (15)) 
g = gravitational constant 
gc = dimensional constant 32.17 lbmft/lbfs2 

h = heat transfer coefficient, hi,, projected 
area, hi, tube internal surface, hs, convex 
surface arc length S, ha, smooth surface 

k = thermal conductivity of condensing liq
uid 

K = 3/2S54 (equation (A-2)) 
L = length of condensing surface 
p = projection of convex surface 
r = radius of convex surface, r, at any point 

on arc, ro, at crest 
s = arc length measured along convex sur

face 
S = value of s at 0 = 8m 

AT = temperature difference between vapor 
and condensing surface, ATm coolant to 
vapor AT 

um = average velocity in drainage channel 
U = overall heat transfer coefficient 

V = volumetric flow rate in drainage chan
nel 

P = p/2S 
5 = condensate film thickness 
8 = angular coordinate, measured from crest 

of convex surface 
8m = value of 8 at end of convex surface, 

where l/r = 0 
X = latent heat 
p. = dynamic viscosity of condensate 
v = kinematic viscosity of condensate 
p = density of condensate 
a = surface tension of condensate 
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V-
256K 

(9) 

The capacity predicted by Zener and Lavi seems more reasonable, 
since a contact angle less than 90 deg may be expected. 

Using equation (9), the required condensate channel diameter is 
obtained by equating equations (6) and (9). 

(256K 2SL-UATm\m I256i> 2SL-h,AT\V* L-h,AT\i 

1 

(10) 

( ID 

•Kg p\ I \ 1!g 

where 

_L 1_ 

2SU ~ htAi 2Shs 

assuming the temperature drop across the tube wall is zero. 

Opt imum G r e g o r i g S u r f a c e s 

Three variables define the geometry of the Gregorig convex surface, 
tm, ro and S. The previously discussed design procedure requires 
initial specification of two of the three geometric variables. Then the 
width d of the concave drainage channel is sized to handle the con
densate load. Among the four geometric variables 9m, r0, S, d, two are 
dependent variables. For any 6m, there is a family of possible surfaces, 
each having a different S or ro It is logical to ask if one of these sur
faces, for a specified Sm, yields an optimum design. Using the no
menclature of Fig. 4, we define the "optimum design" as follows: the 
optimum design will yield the maximum condensation coefficient (hi,) 
based on the projected area of the fluted surface, or the nominal tube 
diameter. The nominal tube diameter is defined as the diameter 
measured through the inflection point between the convex and con
cave surface. By this criterion, we wish to maximize 

2S 
•h. (12) 

p + d 

where hi, is the condensation coefficient based on the projected area 
b = p + d. 

Zener and Lavi compute the optimum arc length S for a surface 
geometry having p = S, which occurs when 6m = IT/2. For this case, 
they show that the optimum geometry has d = 4S. We will show later 
that the maximum h/, will occur when 0m = ir/2. However, there are 
practical and economic reasons why one may not wish to design for 
Bm = jr/2. For example, this may require excessive tube wall thickness. 
So the economic optimum may exist for some 8m < ir/2. 

The optimum may be found by writing equation (12) as a function 
of S. By setting the derivative of this function equal to zero, we then 
define the value of S that makes hi, a maximum. 

To write equation (12) as a function of S, we use the first form of 
equation (5) with hs = k/b. We may write hs = Fi/Ss/i where 

F^MBBn)* (13) 

The projected area of the convex surface, p, is expressed as p = 2/3S. 
Making these substitutions in equation (12) we obtain 

2Fi 

hb 

= 2/3S3/4 + dS'1'4 
(14) 

Next, it is necessary to express the diameter of the drainage chan
nel, d, in terms of S. Substituting Fi/S3/4 for hs in equation (10) 

Letting 

256K 2SLAT F1 

irg pX ' Ss'4. 

256K 2LAT 
F2 - — 

Tg P\ 

d = (FyFiYI* Si/16 

Substitution of equation (16) in (14) gives 

2F, 
— - = 2/3S3/4 + CFiFsF4 S~3'le 

hb 

(15) 

(16) 

(17) 

Fig. 3(b) Richter [2] 

Fig. 3 Drainage channel models 

Convex surface. 

Fig. 4 Nomenclature for calculation of optimum design 

Setting the derivative of this function equal to zero, we find 

•Jopt — 
( ^ 2 ) 1/4- 16/15 

Combining equation (16) and (18), we obtain 

d = 8/3Sopt 

(18) 

(19) 

Substitution of equations (18) and (19) in equation (14) gives the value 
of hi, associated with Sapt 

hb = 1.055 Fx WFiFz)- (20) 

Substitution of equation (19) in (14) gives a simpler equation for Sopt, 
than equation (18) 

(21) ±.E±4/S 

[5/3 hh 

We have constructed convex surface profiles for 0m = 7r/6, w/3, and 
ir/2 (Fig. 2) and graphically determined the relation f} = p/2S. Fig. 
5 shows a graph of fi versus Qm. This figure may be used to obtain 
values of fi for any 8m. 

The optimization procedure is equivalent to that used by Zener and 
Lavi. Our method uses a conventional nomenclature and mathe
matical procedure in interests of clarity, whereas Zener and Lavi use 
a less conventional nomenclature and more elegant mathematics. 
Zener and Lavi's optimization is restricted to the case for fi - 1, or p 
= 2S. For this case, equation (17) shows that d = 4S, in agreement 
with Zener and Lavi. 

Equation (20) shows that hi, is a maximum if 8m = ir/2. Any value 
of 8m < 7r/2 yields a smaller value for hi,. We suspect that practical 
and economic consideration may dictate the use of 0m < w/2. 

The procedure for calculating the optimum design is: 
1 arbitrarily establish dm and L. Read /3 from Fig. 5; 
2 compute parameters B, Ft and F% for the convex surface; 
3 calculate hi, by equation (20); 
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4 calculate S l )p t and d by equations (21) and (19), respectively; 
5 re = 2Sopt/30m by equation (A-3). 

Interpretation of Analytical Results 
The design procedure does not allow the designer to arbitrarily fix 

hb- The calculated value of hb is the maximum value for the specified 
L and 0m. If the calculated value of hb is larger than desired, it may 
be reduced by increasing the vertical tube length (hb <*• L~-2) or use 
of a smaller 0m since hb <* 0m-2. The smaller 8m may allow reduced 
tube wall thickness. Since ro <x 0m

- 1 4 / 1 5 , reduced 0m would permit 
larger values for the crest radius, ro-

For the optimum design, with any value of 0m, note that pl(p + d) 
= .2. Thus, 80 percent of the projected area consists of the concave 
drainage channel. If the analysis is based on Richter's assumption of 
a flat liquid interface in the drainage channel, the result would be the 
same. However, the calculated So p t and d would be 17 percent smaller 
and hi, 15 percent larger. 

Figs. 6 and 7 show the predicted results for ammonia condensing 
at 50°F with AT = 4°F. The curves are prepared for tube lengths of 
4, 10, 20, and 40 ft. (1.2 to 12 m). The condensation coefficient is based 
on the projected area of the flutes. To base the condensation coeffi
cient on the total fluted surface area, the values for i)m = ir/6,7r/3 and 
ir/2 should be divided by 1.47,1.52, and 1.66, respectively. Fig. 6 shows 
that a 40 percent higher hb is obtained with.0m = 7r/2 than for Sm = 
jr/6. However, a thicker tube wall would be required if the inner sur
face is smooth. The crest radius, r0, varies from .009 to .026 in. (.22 to 
.66 mm) for L = 4 ft (1.2 m) and .005 to .015 in. (.13-.38 mm) for L = 
40 ft (12 m). Recall that the drainage channel is apportioned 80 per
cent of the projected surface area. This requires a pitch spacing (p + 
d) between .09 and .14 in. (2.3 to 3.5 mm). The dimensions of the 
convex and concave channels may be obtained from Fig. 7 using the 
relation p = .2(p + d) and d = .8(p + d). The augmentation based on 
the projected surface area, hp/h^u, is of interest. Here, /JNU refers to 
the condensation coefficient on a smooth vertical tube as given by 
Nusselt's theory for laminar film condensation. The calculated values 
range from 3.4 (L = 4 ft) to 3.8 (L = 40 ft) for Bm = ir/2. If the aug
mentation is based on the total surface area, the above predicted 
values are reduced to 2.2 and 2.4. 

We have compared our predicted results with experimental data 
on fluted tubes. D. G. Thomas [5] reports data for steam taken by him, 
as well as other data by Gregorig and Lustenader. They show aug
mentation ratios (based on total surface area) in the range of 4 to 8 
for tube lengths between one and two ft. Combs and Murphy [6] tested 
two 4 ft long fluted tubes with ammonia. For the same heat flux used 
in our predictions, they found augmentation values (based on total 
surface area) of 4 to 6. Uehara, et al. report augmentation ratios of 1.5 
to 2 based on total surface area. 

It appears that the predicted performance of the "optimized" 
surface designs is less than some of the reported experimental values. 
We suggest two reasons for this unexpected result. First, we have 
neglected condensation on the concave surface. Second, the drainage 
channel width is much larger than those used on the experimental 
surfaces. Our optimized drainage channels are 80 percent of the total 
projected area. The experimental surfaces use drainage channel 
widths on the order of 50 percent of the projected area. Thus, it ap
pears that the condensation on the concave surfaces is too large to be 
neglected. The analysis selects the drainage channel size to be filled 
to capacity at the bottom of the tube, so we hesitate to recommend 
a reduced channel size. However, if vapor shear or other phenomena 
exist which tend to reduce the condensate thickness on the drainage 
channel, a reduced size is warranted. 

Application to Heat Exchanger Design 
The theoretical analysis assumes idealistic conditions which may 

not occur in real condensers. It is worthwhile to examine the major 
assumptions in view of expected real effects. Gregorig assumed lam
inar condensation on a constant temperature surface. The surface 
tension forces establish a thin film, and the flow length over the convex 

. surface is so short that a very low Reynolds number (Re < 10) is ob
tained. 

P -6 

30 60 
6 m (degrees) 

Fig. 5 Graph of |3 versus 8„ 
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Fig. 6 hb versus 0m for condensation of ammonia on optimum fluted surface 
geometry. rsat = 50°F, AT = 4°F 
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Fig. 7 (p + d) and r0 versus 0„, for condensation of ammonia on optimum 
fluted surface geometry. Tsal = 50°F, AT = 4°F 

The theory assumes no condensation on the concave portion of the 
profile. We have previously stated that this assumption is too con
servative. The film thickness in the drainage channel is zero at the top 
of the tube and attains its maximum value at the bottom of the tube. 
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If the heat transfer to the concave channel is included in the analysis, 
we would find that the condensation coefficient decreases from the 
top to the bottom of the tube. The drainage channel behavior is fur
ther dependent on the shape of the liquid interface. We have noted 
how the results will differ for the Richter versus Zener and Lavi 
drainage channel assumptions. The presence of vapor shear will re
duce the required drainage channel size and yield increased heat 
transfer coefficient in the concave channel. 

The inclusion of real wall effects suggests that the assumption of 
a constant wall temperature is probably unattainable. Since the heat 
flux is larger on the convex surface than on the concave surface, the 
metal and film temperatures will be smaller on the concave portion 
of the surface. Thus, the film temperature will cool as it moves from 
the crest of the convex surface toward the concave surface. This re
ducing film temperature will establish an increased surface tension 
gradient for removal of condensate from the convex surface. Perhaps 
the major question is what temperature should be assumed for the 
design. We suggest calculation of the interfacial temperature at the 
crest of the convex surface, assuming one-dimensional conduction 
across the wall. The heat conduction in the wall is further influenced 
by the geometry of the inner surface and the thermal conductivity of 
the tube wall. If the inner surface is smooth, the temperature drop 
across the wall is increased causing a higher film temperature at the 
convex crest. 

Table 1 Tabled Geometric Values for the Gregorig 
Surface 

r/r0 and 6/8m versus AS/ro0m 

AS/r08m 
.1 
.1 
.1 
.1 
.1 
.1 
.1 
.1 
.1 
.1 
.1 
.1 
.1 
.1 
.1 

E AS//-0flm = S/r08m = 1.5 

r/r0 

1.0045 
1.0181 
1.0417 
1.0766 
1.1250 
1.1905 
1.2784 
1.3975 
1.5625 
1.8000 
2.1635 
2.7778 
4.0178 
7.7586 

CO 

o/em 
.09985 
.19981 
.29600 
.39052 
.48148 
.56800 
.64919 
.72415 
.79200 
.85185 
.90281 
.94400 
.97452 
.99348 
1.0000 

APPENDIX 
Construction of the Gregorig Profile 

The convex surface profile is constructed graphically or by digital 
computer using equations (3) and (4). 

Table 1 lists the values of r/r0 and 0/8m computed from equations 
(3) and (4) for 15 equal AS increments. Using these tabled values, 
Gregorig profiles for any 8m may be constructed. The procedure to 
calculate a profile for any specified 8m is: 

1 Calculate a table of values of (9 = (6/8m) Bm and AS/r0 = (AS/ 
ro<?m) 8m using 0/8m and AS/rof)m from Table 1. Then the values of 
r/r0, AS/r0 and 8 are known for each of the 15 increments. 

2 The geometrical profile may be constructed in 15 consecutive 
increments using the known values of r/rg, 8 and AS/ro at each in
crement. 
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Mathematical Description of the Convex Surface 
Bromley, et al. [3] have shown that a generalized form of equation 

(1) may be developed by replacing the arc length S by Jrd8. Thus, 

- ds (Al) 

where 1/r is given by equation (1). The result of the integration is 

s 
8 = -

n> 

s 3 

•K— 
3 

(A2) 

where 

Letting 8 = I 
forms for 8„ 

K = 
3nkAI _3_ 1_ 

2B' 64 2<rpXgc5
4 

, when 1/r = 0, equations (1) and (A-2) give the following 

: 2 £ S 3 = - K - l « 1-0-3/2 = — 
3 3 3r0 

(A3) 

A generalized equation for the convex surface is given by equation 
(A4) and (A5). Equations (A3) and (A4) are obtained by solving the 
second form of equation (A3) for K and substituting in equation (1) 
and equation (A 2), respectively. 

_ = _ !__±(_L_) S (A4) 
„ r08m 27 V08j 

^ = 1 _i (^_) 2 (A5) 

e 

9 W„ 
Equation (A5) is a simpler form than given by Bromley, et al. 
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Solution of Anisotropic Problems 
of First Class by Coordinate-
Transformation1 

(in an earlier paper, it was suggested to divide heat conduction problems in anisotropic 
media into three classes for the systematic presentation of their analytical solutions. It 
is shown in this paper that a large number of the first-class problems governed by differ
ential equations of hyperbolic, parabolic and elliptic types with boundary conditions of 
the first, second, third and fourth kinds can be transformed into those for isotropic media. 
Solutions of two illustrative problems are showmwhile those of more complicated prob
lems will be reported in subsequent papers. 

1 In troduct ion 

Since Stokes (1851), the study on anisotropic boundary value 
problems has been of great interest in applied sciences, ranging from 
crystal physics, geomechanics, elasticity and electro-magnetics to heat 
and mass transfer [1, 2, 3]. In spite of their importance, analytical 
studies have been limited to special or simple cases [4-10], due to the 
following mathematical difficulties: (1) an anisotropic medium which 
is homogeneous in one coordinate system becomes heterogeneous in 
other coordinate systems; (2) the partial differential equation can be 
separated only conditionally and therefore it is not possible to find 
in most cases the general solutions with respect to each of the spatial 
variables; (3) as a consequence of (2) it is very difficult to find a so
lution satisfying all the boundary conditions for bounded regions. 

According to the degree of mathematical difficulty, it was suggested 
to divide anisotropic problems into three classes [9]. To clarify this 
classification, let u be the sought function in rectangular coordinates 
(%i, i = 1,2,3) and the boundary conditions on u{xi, t) may be written 
in the general form: 

3 
Cout + Ci L ajiUXi + C2u = f on Sj, for t > 0 (1.1) 

;'=1 

Where C's are constants and all but one may be zero simultaneously, 
aji the anisotropic coefficients of the medium; t is the time; Sj the 
surface segment describable by a single value of xy; the subscripts t 
and %i of u denote the differentiation of u with respect to t and x,, 
respectively; and / is an absolutely integrable function over Sj and 

1 This study was supported in part by the National Science Foundation, ENG 
76-83367. 

2 R. C. H. Tsou made the initial study on three-dimensional anisotropy in 
cylindrical coordinates in 1973, now is with General Electric, San Jose, CA 
95125. 

Contributed by the Heat Transfer division for publication in the JOURNAL 
OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division July 
19,1978. 

time. The boundary condition (1.1) reduces to the first kind (Diri-
chlet) for Co = C\ = 0, the second kind (Neumann) for Co = C2 = 0 
and the third kind (mixed, or radiative) for Co = 0. For brevity, we shall 
refer to condition (1.1) as the fourth kind, whose physical meaning 
depends on the sought function u. In the case of heat conduction, for 
instance, u denotes the temperature and therefore (1.1) represents 
heating or cooling of surface Sj by a perfect conductor [11]. If the re
gion is bounded by not more than two surfaces normal to one coor
dinate with boundary conditions of any one of the four kinds, then 
the problem is categorized as the first class. The second class is for 
regions completely or partially bounded with boundary conditions 
of any kind only on the surface or surfaces normal to one coordinate 
but of either the first or second kind on other surfaces. The third class 
is for open or bounded regions which do not fall into the first and 
second classes. The definition of the first class, however, is somewhat 
over-extended. For instance, for an infinite slab with anisotropy in 
cylindrical coordinates, the problem does not belong to the first class. 
A more accurate definition should be made by taking into account the 
separability conditions of the partial differential equations, as will 
be discussed when we report the solution of problems of the second 
class in the near future. 

In this article, we shall consider only problems of the first class with 
anisotropy homogeneous in rectangular and circular cylinder coor
dinate systems. This class of problems encompasses regions of a free 
space, an infinite slab, a half space in rectangular coordinates, a free 
space bounded internally by an infinite, circular-cylindrical surface, 
and infinite solid and hollow cylinders. It will be shown that many of 
these problems can be transformed from anisotropic to isotropic. We 
shall describe the differential equation in a form as general as possible 
so as to show that the method is applicable to a wide range of aniso
tropic problems. As to the solution of specific problems in the present 
paper, we consider only the heat conduction in a translationally 
moving cylinder and in a rotating cylinder. 

2 An i so tropy in R e c t a n g u l a r Coord inates 
Consider the differential equation in the general form: 
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aiUu + a2ut + bi(t)uXi - aijUXiXj + a3u = A(xu t),t>0 (2.1) 

where the summation convention has been used; a's are known con
stants of real values; fe,(t) are continuous functions of time, t, a;y the 
anisotropic coefficients forming a symmetric second-order tensor with 
an > 0 and a^ajj > a^2 for i ^ j , and A(xi, t), where £ = 1,2, 3, is an 
absolutely integrable function over the domain under investigation. 
The equation for ai ^ 0 is of hyperbolic type and is often encountered 
in elastodynamics and electro-magnetics [3, 5]. It also represents one 
of several formulations for the heat conduction in a medium with the 
finite speed of heat propagation [12-14]. 

The initial conditions on u(xi, t) can be written as follows: 

Vi(t) = W(t)l(PC) (2.10) 

u = Fi(xi), ut = F2(xi) for t = 0 (2.2) 

The boundary conditions on U(XJ, t) depend on the region in question. 
If XJ extends from negative infinity to positive infinity, we impose 
that 

u = finite as | xj | —• °° (2.3) 

To show that all terms involving cross-derivatives, i.e., aijUXiXj for i 
jt j , can be removed so that the resultant equation will be reduced 
to the form for an isotropic medium, it is sufficient to consider the 
region bounded by two parallel infinite planes (0 < Xi < L, JX2I, \xs\ 
< o o ) 

C0ut - CiauuXi + C2u = /i(x2 , x3, t), xi = 0 

t > 0 (2.4) 

CQ'UI + Ci'auuXi + C2'u = /2(x2, x3, t), xY = L 

where primed C's are known constants and all but one of them can 
be zero simultaneously so that boundary conditions of the other three 
kinds are included. 

We now introduce the new spatial variables:3 

£1 = * i ; £2 = -T~(x2 - "12*1); 
P12 

X 3 - M 1 - -x2\ (2.5) 

where 

t = " 1 3 • 

• aij/au; 012
2 

y 
v\2-

• " 2 3 — "12"13; 

' f t2 2 &22 

By the well-known chain-rule, it can be easily shown that the set of 
equations (2.1-2.4) are transformed into the following set: 

a\Utt + a2ut + bi'(t)u(i — aii"{,{,- + a3u = A(£i, t),t > 0 (2.7) 

u = Fife) ; ut = F2(ti); i = 1, 2, 3, for t > 0 (2.8) 

C0ut-C1anuil + C2u=fi^2, h, t), h = 0 t > 0 (2.9) 

C0'ut + Ct'auUd + C2'u = / 2 f e , £3, t), £1 = L 

u = finite for |£2 | , |fo| -*• °° 

The Jacobian of the transformation can be readily found as {(i\2a). 
Note that these equations are identical in form with those for an 
isotropic medium in the transformed space. 

If a i = 0, then (2.7) reduces to parabolic type. It may represent the 
heat conduction with heat generation in an isotropic medium which 
moves at the velocity whose components are: 

where p and C are the density and specific heat of the medium. For 
this case, however, we are referring to a set of moving coordinate 
system with functions A and / 's described in terms of the moving 
coordinates, and a convective term is to be added to the lefthand side 
of (2.4) which will doom the transformation of the anisotropic problem 
into the isotropic one. Thus, for a moving medium, we exclude 
boundary conditions of the fourth kind, unless Vi = 0. 

If a j = a 2 = 0, bj(t) = constant, and A is independent of time, then 
(2.7) reduces to elliptic type which may represent the steady-state 
heat conduction provided that Co = Co' = 0 and /1 and f2 are time-
invariant and expressible in terms of the moving coordinates. 

3 Anisotropy in Circular Cylinder Coordinates 
Consider the differential equation in circular cylinder coordinates 

(r, 0, z): 

aiUu + a2ut + a3u + b2(t) ut + b3(t)uz 

/ 1 2^12 . "22 
- an ( Urr + - Ur + UrB

+ -— Ugg + 2u 
\ r r r'-

2"23 "13 
4- u t e + — u2 + «33uM) = A(r, 6, z, ,t) (3.1) 

r r 
where the double subscripts in the anisotropic property-coefficients 
1, 2, and 3 denote r, 6, and 2, respectively; and subscripts t, r, 6 and 
2 of u designate the differentiation with respect to these variables. 
The initial conditions may be described in the same manner as 
(2.2): 

13ur. 

u = Fi(r, 6, z), ut = F2(r, 6, 2), for t = 0 (3.2) 

The boundary conditions on u will depend on the region to be con
cerned. To show the transformation of anisotropic problems, it suf
fices to consider only an infinite hollow cylinder (ri < r < r2, 0 < 6 < 
2ir, 121 < a>), with boundary conditions of the fourth kind: 

( "12 \ 

ur+ — u0 + "i3" z) + C2a = fi(6, 2, t), r = n 
I "12 \ 

C0'ut + Ci'au lur + — u0+ "i3"2) + C2'u = f2(6,z, t),r = r2 

(3.3) 

(3.4) 

In addition to these, we impose that 

u(r, 0, 2, t) = u(r, 6 + 2nw, 2, t), n = ± 1 , ±2, ±3. . . 

u = finite for 121 < °° 

By introducing the new spatial variables:4 

rt = r;£ = — (2 - x13r); </> = — (9 - "i2Znr) (3.5) 
#13 P12 

the set of equations (3.1-3.4) can be transformed into the following 
set: 

_, ± W " .MO a\utt + a2ut + a3u H u 0 -I uf£ 
P12 P13 

a22 

/ 1 1 27 
( u „ + - u , + — uu + u^ + u(() = A(ri, 0, { , 0 

(3.6) 

3 These new variables can be seen from equation (3.9) [9] or obtained by the 4 This transformation can be seen from (10) or obtained by the investigation 
linear transformation but the process is very lengthy. of separability of variables as well as by intergral transforms [15,16]. 

^Nomenclature 
A = source function 
a, b, c = coefficients 
F = initial conditions 
/ = boundary data 
kij = thermal conductivity coefficients 

u = dependent variable, temperature 
»ij = kij/ku 

y< c> fty, cr = anisotropic parameters 
£, n, f, (p = transform coordinates 

b2 = — (b2- "1261) 
P12 

6-'%(''-g-*) 
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C0u t ~ Cioni t , + C2u = f]_(4>, i. t), i) = ri 

C0'ut + C i ' a n u , + C2'u = f2(<l>, L t), v = r2 (3.7) 

and we impose that 

2nir 
u(v,<t>,£,t) = u(n, (j> + ,£rt),n = ±1 , ±2, ± 3 . . . (3.8) 

#12 
u = finite for |£| -* °°" 

The Jacobian of the transformation is (/3i2(3i3)-
Note that one cross-derivative term, 2yu,^/(ftisri) remains in (3.6). 

It can be easily shown that this term can be removed by taking an 
integral transform with the kernel e ln*/V2ir and that the auxiliary 
equation can be further transformed, by a change of the dependent 
and independent variables, into Rummer's equation. Therefore, we 
may tentatively conclude that the anisotropic problem (3.1-3.4) in 
general cannot be reduced into the corresponding isotropic one with 
the present transformation. However, it can be seen from (3.6) that 
the transformation is successful for the following three cases: 

1 three-dimensional anisotropy with y = C23 — i'uv\3 = 0 
2 two-dimensional anisotropy in r and 6 
3 two-dimensional anisotropy in r and z. 

4 E x a m p l e 1—Moving R i n g H e a t - S o u r c e 
Solutions of the first-class problems of heat conduction in sta

tionary media, with anisotropy in rectangular coordinates have been 
reported in [9] and those for two-dimensional problems with anisot
ropy in polar coordinates in [10, 15]. Solutions of specific three-di
mensional problems in circular cylinder coordinates are more involved 
and require more than the space available here [16]. Therefore, in the 
present work, we consider only the solution of two simpler problems 
for a moving medium. 

A ring heat-source which generates heat at the constant rate of <?' 
per unit length and moves over the surface of an infinite solid cylinder 
of radius ro in the axial direction (z). at constant velocity V. The cyl
inder is initially at zero temperature and there is convective heat loss 
at the surface r = r0 to the surroundings of temperature zero. The 
material is symmetric with respect to any plane passing through the 
cylinder axis. Specializing (3.6-3.7) to this case, we obtain the gov
erning equations of the temperature as follows: 

— (ut + - — u j ) - ( u „ + - it, + u££)-= -—q'S(r - r0)S(z — 0) 
« i \ P13 ' \ v «ii 

u = 0 , -0<7)<r 0 , |f| < « , t = 0 

uv + hu = 0, i) = ro 

finite, :0 t > 0 

(4.1) 

(4.2) 

(4.3) 

where we have replaced a n by k\\, the thermal conductivity coeffi
cient in r-direction; C\ by unity; C^lan by h, i.e., the convective heat 
transfer coefficient divided by hu; ai is the thermal diffusivity in 
/•-direction; and JJ and £ have been defined in (3.5). The solution of the 
problem (4.1-4.3) in steady state'has been reported in [17] and that 
for unsteady states in [18]. Making use of the Green's function given 
in [18] and noting that the Jacobian of transformation is 013, we find 
the Green's function associated with the present anisotropicproblem 

G(r,z,t\r',z',t' 

X exp I — 

2irr0
2fc3Vivai(t - t') 

[(z - z>) - m(r - r') - V(t - t ' )P 

4aift3
2(£ - t') 

» J0(\nr)Jo(Kr') 

where X„ are the roots of the transcendental equation: 

hJ0{\r0) - XJi(Xro) = 0 

e-fl^nHt-t') . (44) 

and Jo and J t are the Bessel functions of the first kind, orders zero 
and one. 

By the Well known Green's formula, the temperature field is given 

by, 

2irroaiq' 

ki_ 
, 1/2 » Jo(\nr) 

u(r, z, t) 

2r0/3 

^ - CtG(r,z,t\r0,0,t')dt' 
11 Jo 

L3«ll \5T / n = l 

s: exp « I X „ 2 T -

[i+02]Jo{Kro) 

z - na(r - r0) - VT]2) d 
(4.6) 

4«i/3i32r I 

Setting the upper limit of the integral in (4.6) to infinity gives the 
steady-state solution: 

Q' ° JoiKr) 
i(r,z) 

r 1 (r / v \2 ni/2 e x p [ - ^ ( L U +xM \z - i>i3(r - r0)\ 

2«i 
- m ( r - r o ) l j ] (4, 7) 

We nondimensionalize (4.6) and (4.7) and change the variable of in
tegration for the unsteady-state solution to obtain 

, __ „ ,ku 2 /Fo\i/2 -
u(r, z, F o ) — - = — ( — ) L MKr) 

q' 0i3 V T T / n i ' i r /Bi \2T 

L1 + fc)JJo(x" 
Soexp[~ 

F o X ^ ^ P e F o ^ - z W r - l ) ] 2 , {u 

u(r,z) — = Y. 
Q 

4/312
2FOA(

2 

Jo(Kr) 

1211/2 

where 

1=1 T / B i \ 2 1 
[ l + ( — ) J «/o(X„)[Pe2 + (\„p13, 

e x P \~ Tl l<Pe2 + xn2hSU2 \z - n3(r - D | 

- P e [ ? - * i s ( r - l ) ] | ] (4.9) 

r = —; z = —; Pe = , the Peclet number; 
ro r0 2«i 

Bi = hro, the Biot number; Fo = —-, the Fourier number 
ro" 

(Bi)Jo(A) - XJi(X) = 0 (4.10) 

Note that the integration limits in (4.8) are definite and that the in
tegral is unity at the source point, (r = 0, z = 0, ix = 0). Consequently, 
its numerical calculation can be handled with more facility than the 
original equation (4.6). This technique of changing from an indefinite 
to a definite integral applies not only to the present problem, but also 
to other heat conduction problems where the indefinite integral may 
even be improper. 

5 S t e a d y - S t a t e H e a t Conduct ion in a R o t a t i n g So l id 
Cy l inder 

Consider a solid cylinder of radius ro which rotates about its axis 
at the constant angular velocity fi and loses heat by convection at its 
surface. If all the prescribed data are independent of time t and po
sition z, and the material is symmetric in the z-direction, then the 
problem to be solved can be stated in terms of the transformed coor
dinates as follows: 

« i 

(4.5) 

u * -• (u i ' i + _ uv + ~o UH>) = ",— ?('!. *), 0 < J; < r0 (5.1) 
V • .1/ v 1 « n 

un + hu = f(4>), 7j = r0 (5.2) 
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i(v,<t>) = ulri,<j> + ) , n - ±1 , ±2, ± 3 , . 
* /5i2 / 

u = finite, t) = 0 

(5.3) 

where functions q(v, £) and f(<l>) are assumed to be bounded and at 
least piecewise continuous; and to = fi//3i2. If G(r, B\ r', 0') is the Green's 
function associated with the problem, then the solution for u{r, 0) 
is 

u(rj)=— q(r',0')G(r,8\r',6')r'dr'de' 
feu Jo Jo 

->-o C^fW)—;G(r,8|ro,8')dfl' (5.4) 

where n ' is the conormal so that 

d _ d Ki2 cl 

dn' dr' ro dfl' 
(5.5) 

The Green's function G satisfies the homogeneous equations (5.1) and 
(5.2) and the conditions (5.3) except at the source point. We seek the 
solution for G(»j, 4>\'n\ <l>') in the form: 

whereR(i]\rj', n) satisfies 

(5.6) 

-R„ ~ ( — +"»n2) A : 1 

/?, + hR = 0, i) = r0 

R = finite, y = 0 

- « ( T , - V ) (5.7) 

(5.8) 

with wn
2 = wnfiYilai- The solution of (5.7) satisfying (5.8) for ?; < ?;', 

is 

fl(i)|»/'>n) = 
«i('?)"2(»/ /) 

(5.9) 
T)'W(Ui, U2) 

and for ?; > ij', we just interchange ?j and rf, where W(ui, u2) is the 
Wronskian of U\ and u2 and 

ui(ij) = Iu(i
1/2<*>nV) (5.1.0) 

U2(i?) = [ / i K ^ i ^ ^ r o ) + iV2u>nK;(iV2a>nr0)]I„(i1/2OnV) 

- [hIM1/2"nr0) + i1/2o>nI„'{iV2o>nro)]K„(i1/2o>„v) (5.11) 

where v = rc/312; /„ and K„ are the modified Bessel functions of the first 
and second kinds, respectively; the prime in /„ and KD denotes the 
differentiation with respect to the argument. 

Substituting R(TJ|IJ', n) into (5.6), arranging real and imaginary part 
and transforming back to the original coordinates, we obtain for r < 
r'\ 

G(r,8\r',e') 

n=oL/i2Mi2(u)nr0) + oi„ «i/3i 

M^n'-nNzir, 0\r>, 0', co„) - N^r, 0\r', 9', u>n)} 
2M2

2(co„ro) + 2hoinM2(u>nr0)M1((x>nr0) 

1 

cos [^ (o^o) - ^i(<o„r0)] J 

where e = 1 if n — 0 and 2 otherwise. 

Ni(r, 8\r>, d', o>„) = [aJn2M2(co„ro)|M1(w„r')M4(cl)nro) 

• cos [iMw„r) + ^i(<"nr') - ^2(t»nr0) + \Mw„ro)] 

- Af2(«nro)M3(co„/'') cos [i/-i(co„r) + <Mw„r')]| 

+ h2Mi(u>nrQ)\Mi(o>nr')Ms(wnrQ) cos [^i(<o„r) 

+ $i(t»nr') ~ ^i(<o„r0) + ^3(">n',o)] 

- Mx^roWafa),,?-') cos [iM<onr) + ia(a>nr')]\ 

+ hw„M2(a)„ro)|Mi(w„r')M3(w„ro)' 

• cos [^i(u„r) + ^i(to„r') - i M ^ o ) + i/-3(ovo)] 
- Afi(a)„/-o)M3(o)„r') 

• cos [4>i(o)nr) - tA2(w„r0) + $i(<anr0) + W v ' ) ] l 

(5.12) 

+ /KonMi(tt)nr0)|Mi(fc)nr')M4(a)ro) 

• cos [ î(fc>„r) + f i(o)„r') - i/'i(o)„r0) + i/'3(a>„ro) 

- M2(a)„r0)M3(w„r') 

• cos [^i(wnr) + i/-2(a>„r0) - ^i(co„r0) + iM^r ' ) ] ! ] 

i n J (8 - 0') - Kiz In -t 1 (5.13) 

Mi((o„s) = [berr
2(w„s) + bei„2(w„s)]1/2 

M2(co„s) = [ber/2(a)ns) + bei,/2(a>ns)]1/2 

M3(a)^s) = [ker1,
2(a.tls) + k e i ^ W ) ] 1 ' 2 

M4(a>ns) = [ker/2(co„s) + k e i / 2 ^ ) ] 1 / 2 (5.14) 

, , . . _, bei„(ays) _, bei/(<ons) 
i/-i(a>„s) = tan !- -; iM.u>„s) = tan >•- -

berr(oo„s) ber„'(u„s) 
, , , , _, kei„(a>ns) _ kei/(o)„s) 

\̂ 3(con.s) = tan x ; yp^(u>ns) = tan ' 
ker„(cons) ker„'(ains) 

and Af
2(c, B\r', %', wn) is given by the same expression (5.13) except by 

replacing all cosine functions with sine functions. For r > r', we just 
interchange r and r' except in cos n[(d - 6') - ei2ln r/r'] and sin n[(6 
- f l ' ) - " i 2 l n r / r ' ] . 

With the Green's function known, the temperature distribution 
can be calculated from (5.4) for any bounded and at least piecewise 
continuous, prescribed-functions / and q. It can be easily shown by 
setting v\2 = 0, ft2 = 1, / = 0 and q = q0H(r - r0)b(8 — 0) that the 
problem reduces to one for a generatrix source rotating over a cylinder 
of isotropic medium at constant angular velocity 0 which has been 
reported in [18,19]. 

6 S o m e C a l c u l a t e d R e s u l t s 
The ring source problem has great importance in metal cutting, in 

heat treatment processes (moving of a rod from one chamber to an
other) and in the emergency cooling of nuclear reactors. Therefore, 
some calculated results for this problem are shown in this section. Figs. 
1 and 2 show the temperature histories at the cylinder surface for 
different values of Biot and Peclet numbers for a given anisotropic 
medium. Temperature distributions in the cylinder for steady state 
are plotted in Figs. 3 and 4. To investigate the anisotropic effects, 
temperature fields for isotropic and orthotropic media are also shown 
in these figures. For the anisotropic medium with c13 = 0.5, /3i3 = 0.95, 
the following interesting results can be readily seen either from (4.8) 
and (4.9) or Figs. 1-4. 

1 Since /3i3 =* 1, the temperature at the surface of the cylinder is 
almost the same for isotropic and anisotropic cases. 

2 The larger the value of ci3, the more the temperature curves in 
the interior of the cylinder shifted to the negative direction of z in 
spite of the fact that the direction of motion changed. Since /313 is 
smaller than unity, the anistropy gives higher maximum temperature 
for given values of r. 

3 For a given value of r, temperature curves for isotropic and 
anisotropic media intersect at a certain point, say z0. For z > zo, the 
temperature is lower in the anisotropic medium but higher for z < zo-
As \z\ » zo, the temperature curves for all anisotropics have similar 
behavior differing only by scale and approach to zero as \z\ goes to 
infinity. Therefore ft3 can be looked upon as a scale factor for aniso
tropic and orthotropic cases, respectively, the larger the /3i3, the flatter 
are the temperature curves. 

7 D i s c u s s i o n s and C o n c l u d i n g R e m a r k s 
As stated in an earlier paper [11], fty must be positive and ey for i 

^ j can be either positive or negative depending on the selection of 
coordinates with respect to the medium's anisotropic structure. From 
the definition of y in (2.6) for both coordinate systems, it is seen that 
it can be positive or negative alid is a measure of the coupling effect 
of the three-dimensional anisotropy to the temperature field. Similar 
interpretation can be given to e as defined in (2.6). However, the an
isotropic parameter <r is to be real and positive, i.e., 0i3 > 7//3i2. If a 
< 0, then the anisotropic problem can no longer be transformed into 
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z-z/r. 

Fig. 1 Surface Temperature History for Bi = 1.0, v33 = 1.2, e13 = 0.5, — Pe 
= 0.50, - - - Pe = 5.00 

T 1 T 

-0.3 -0.2 -ai ao o.i o.2 0.3 0.4 

z = z/r. 

Fig. 3 Temperature Distribution in Steady State for Bi = 1.0, Pe = -5 .0 , — 
isotropic (v33 = 1.0), — anisotropic (v33 = 1.2, j / 1 3 = 0.5), - • - • - orthotropic 
(c33 = 1-2) 

the correspondingly isotropic. This, however, does not necessarily 
reflect that the anisotropic problem has no solution, as was remarked 
in [9]. In view of the the parallelisms of C13 and /3i3 in Section 6 (or j>12 

and 1812 in Section 5) and 1/12, e, 7 and a for three-dimensional an-
isotrppy in rectangular coordinates and ^12, ^13,7 and 0's in cylindrical 
coordinates, we may refer to anisotropic property parameters K12, P13, 
7 and e as the shifting factors and /3's as scale factors of temperature 
curves. 

Solutions of specific problems, particularly those with boundary 
conditions of the fourth kind, those of three-dimensional anisotropy 
in cylindrical coordinates, those with finite speed of heat propagation 

1.5 

1.4 

1.3 

1.2 

1.1 

1.0 
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OB 

X"0.7 
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0.4 
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0.2 

0.1 

O.OI — 
-0.3 -0.2 -0.1 0.0 O.I 02 0.3 0.4 

2= z/r. 

Fig. 2 Surface Temperature History for Pe = -0.50, ^33 = 4.0, c13 = 0.5, 
— Bi = 0.10, - - -Bi = 1.00 

-0.3 -0.2 -O.I 0.0 O.I 0.2 0.3 0.4 

2 = z/r. 

Fig. 4 Temperature Distribution in Steady State for Bi = 1.0, Pe = 0.5, — 
isotropic (v33 = 1), - - - anisotropic (i>33 = 1.2, e13 = 0.5), — ortho-
tropic (n33 = 1.2) 

and those of the second class will be reported in the near future. 
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Thin Disk On A Coniectifely Cooled 
Plate—Application To Heat Flux 
Measurement Errors1 

1 An analysis is made of the steady-state thermal processes associated with a thin disk af
fixed to a convectively cooled solid plate. The disk represents a thermopile heat flux 
gauge. In the first part of the paper, the heat conduction problem of the plate is solved for 
the simplified condition where the heat flow through the disk is axially one-dimensional. 
It was found that the local divergence of the heat flux field within the plate owing to the 
presence of the disk may result in a gauge reading that underestimates the heat transfer 
rate. Also, a sizeable local plate temperature augmentation can occur. Furthermore, the 
analysis yields dimensional estimates of the region where the temperature and heat flux 
fields within the plate are significantly altered by the presence of the disk. An adjunct 
to the foregoing analysis develops a one-dimensional conduction factor which is useful 
in determining when the heat flow through the disk can be considered to be axially one-
dimensional^J 

Introduction 

This paper is concerned with the steady-state heat transfer pro
cesses associated with a thin circular disk affixed to a convectively 
cooled plate. The plate face opposite the disk has a constant heat flux 
thermal boundary condition. This physical situation is illustrated in 
Fig. 1. No thickness or thermal conductivity constraints are imposed 
on the plate. The disk, however, has radius, thickness, and thermal 
conductivity restrictions. These restrictions are consistent with the 
thermal boundary conditions associated with axial one-dimensional 
heat flow through the disk. 

Consideration of this problem is motivated by the measurement 
of heat fluxes from convectively cooled surfaces by thermopile heat 
flux gauges. A thermopile heat flux gauge consists basically of an in
sulating wafer fitted with a number of thermoelectric junctions [1]. 
Various sizes and geometric shapes of these gauges are commercially 
available, but attention will be focused here on a thin circular disk. 
The additional thermal resistance of a disk affixed to a plate causes 
a local temperature increase and a divergence of the heat flux in the 
plate. The result is that the magnitude of the mean heat flux at the 
interface between the gauge and plate is less than the constant heat 
flux at the opposite face of the plate. This effect causes the gauge 
reading to be lower and therefore not indicative of the heat flux that 
is convected from the surface of the undisturbed plate. 

Differences between the thermal operating conditions and those 
existing during calibration will typically cause a change in the pro-

1 This work was supported by the Department of Energy. 
Contributed by The Heat Transfer Division for publication in The JOURNAL 

OF HEAT TRANSFER. Manuscript received by The Heat Transfer Division June 
5,1978. 
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portionality between the emf output and the heat flow through the 
gauge. Factors that cause this change are: 

1 temperature dependence of the thermal conductivity of the 
gauge, 

2 temperature dependence of the Seebeck coefficient associated 
with the thermopile (see [2]), and 

3 significant departure from an axial one-dimensional heat flow 
through the wafer. 
The error in the heat flux gauge reading that occurs due to the tem
perature dependence of items (1) and (2) may be estimated with a 
mean gauge temperature relationship. Some commercially available 
gauges have a thermocouple embedded in the wafer which provides 
data to perform this type of correction. The error recorded in item (3) 

Fig. 1 Pictorial representation of the physical situation 
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is more difficult to estimate since the heat flux field within the gauge 
is governed by the thermal conductivity and the boundary conditions. 
A section of this paper will be devoted to developing a method for 
determining when the mean heat flow through the gauge may be 
considered to be axially one-dimensional. 

The heat conduction problem for the configuration shown in Fig. 
1 may be formulated in various degrees of complexity. At the extreme 
level of complexity is a coupled heat conduction problem that requires 
the specification of the convective heat transfer coefficient over the 
entire surface of the disk and plate. The complete mathematical de
scription of the thermal and hydrodynamic boundary layers at the 
disk and plate surface is complex. Specification of the convective heat 
transfer coefficient would, therefore, be difficult. A simplification to 
the problem may be made by neglecting the heat loss from the edge 
of the thin disk. An additional simplification may be made by as
suming that the convective heat transfer coefficient at the disk face 
is constant and equal to the constant convective coefficient at the plate 
surface. This assumption would not be valid when the disk is located 
in a region where the thermal boundary layer is growing rapidly or 
when the disk would trip the boundary layer from laminar to turbu
lent. These simplified boundary conditions are consistent with a 
one-dimensional axial heat flux field within the disk provided that 
the radial temperature gradient at the interface between the disk and 
plate is small. 

The assumption of one-dimensional heat flow through the disk 
allows the thermal resistance of the disk and the convective heat 
transfer resistance to be lumped together. The result is an effective 
convective heat transfer coefficient he, 

- l 
(1) 

which applies to a disk sized area on the plate surface. This problem 
is schematically represented in Fig. 2. Here tg and kg are the disk 
thickness and thermal conductivity, respectively. Note that the value 
of he can never exceed the value of h. 

Two different cases of the heat conduction problem, depicted in 

Fig. 2, will be investigated here. These two cases are formed by per
mitting the radius 6, which defines the location of an insulated-
boundary, to be finite or taken in the limit as b approaches infinity. 
The limiting case, which is perhaps the most common, corresponds 
physically to a disk affixed to a radially large plate. 

Although the literature contains problem solutions where the 
convective heat transfer coefficient varies over a flat surface (examples 
are reported in [3-5]) there do not appear to be any published results 
for the problem of the present investigation. 

Analys i s 
Heat Conduction through the Plate. The method which was 

used to determine the temperature field within the plate is based on 
the observation that the classical separation of variables approach 
will yield solution representations for each of two regions of the plate. 
Although the literature contains a number of problems [6-10], de
scribed mathematically by Laplace's equation, that have utilized this 
solution method, the author is aware of only two heat conduction 
studies [11,12] that have utilized this technique. This solution method 
is believed to offer computational advantages over numerical finite-
difference approaches. 

A cross-sectional view of the two mathematical regions of the plate 
is shown in Fig. 2. The two regions are denoted by numerals I and II 
respectively. Region I is a cylinder of length t and radius a, and region 
II is an annulus of length t with inside radius a and outside radius b. 
The temperature representation of each region can be expressed in 
terms of an infinite series. The coefficients of these two series solutions 
can be evaluated by equating the temperatures (T\ and Tn) and the 
heat fluxes (—kdT\/dr and —kdTu/dr) at the interface between the 
two regions (r — a, 0 < z < t). 

The number of independent parameters characteristic of this 
problem are minimized by introducing the dimensionless quan
tities 

Ti = 

Bi 

Ti-

ht 

' k ' 
BL 

,b = b~ 
a 

het 

k 

Tn-
• u -

(2a) 

(2b) 

(2c) 
Tw-Ta 

where Tw is the spatially uniform convective surface temperature in 
the absence of the disk. In the limiting case where b approaches in
finity, Tw serves to specify the convective surface temperature at large 
f. This temperature can be represented in terms of other thermal 
parameters as 

h 
(3) 

Fig. 2 Schematic representation of the simplified physical situation 

The governing partial differential equations for regions I and II 
cannot be readily solved by the separation of variables method due 
to the nonhomogeneous spatially constant.heat flux boundary at the 

. N o m e n c l a t u r e -

An = dimensionless series coefficient 
a = disk radius 
Bi = Biot number, ht/k 
Bie = effective Biot number, het/k 
Bm = dimensionless series coefficient 
b = plate radius 
£ = dimensionless plate radius, b/a 
b« = dimensionless plate radius, equation 

(34) 
Cf = conduction factor 
h = convective heat transfer coefficient 
he = effective convective heat transfer coef

ficient, equation (1) 
k = plate thermal conductivity 
kg = disk thermal conductivity 

r = radial coordinate 
7 = dimensionless radial coordinate 
T\ = region I temperature representation 
Til = region II temperature representation 
Tdisk = disk temperature representation 
Tw = plate surface temperature, equation 

(3) ' 
Too = temperature of external fluid environ

ment 
Ti = dimensionless region I temperature 
Tn = dimensionless region II temperature 
T = dimensionless disk temperature 
t = plate thickness 
tg = disk thickness 
w = uniform heat flux at the plate surface 

z = axial coordinate 
z = dimensionless axial coordinate, z/t 
5m - eigenvalue, equation (12) 
0i = dimensionless region I temperature 
02 — dimensionless region II temperature 
X, = eigenvalue, equation (11) 

•Subscripts 

k = integer value, (0 < k < <*>) 
m = integer value, equation (12) 
n = integer value, equation (11) 

Superscripts 

N = order of the An determinant 
00 = infinite order An determinant 
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plate surface. This obstacle can be removed through the use of the 
principle of superposition [13]. The superposition principle permits 
the temperature representation in each region to be expressed as the 
sum of the axial linear and spatially nonuniform temperature con
tributions 

i ( l , 2 ) + - ^ - = 8 2 ( l , z ) + l 
Bie 

30i n _. b02 
— (1,Z) = — (1,2) 
br or 

(8a) 

(86) 

Ti = fli + Bi(l 

Ta = 82 + Bi(l - z) + 1 

* B i 

2 + 
BL 

(4a) 

(4b) 

The solution of equations (5a) and (6a) by the separation of vari
ables method yields the nonuniform temperature contributions for 
regions I and II. 

Here #i and 82 represent the dimensionless nonuniform contributions 
of regions I and II, respectively. The governing equations together 
with the resulting homogeneous boundary conditions expressed in 
terms of the variable 8 appear as follows: 
Region I 

Uf, z)= I B , 
m = l 

0\(r, z) = £ AJa(\nr) cos —— 
«=i \ a I 

Io(Smr) + . . , , T. K0(Smr) 
tSmz\ 

a J 

(9) 

(10a) 

d20l l d 0 1 M2d 2 0! „ 

br2 r br \t) bz1 

#i(0, z) is bounded 

bz 
(r, 0) = 0 

dfli 

bz 
(f, 1) = -Bi e0!(r , 1) 

Region II 

b282 1 b02 /a\2 b262 
h ~ —~ r - ~ : 

dr2 r dr \tj dz2 

^Cb,z) = 0 
bf 

bh 

bz 
(f, 0) = 0 

b(k 

bz 
•• (r, 1) = -Bi02(r, 1) 

(5a) 

(5ft) 

(5c) 

(5d) 

(6a) 

(66) 

(6c) 

(6d) 

ifi(«m6) 

Equation (9) remains unchanged when the radius 6 is taken in the 
limit as 6 approaches infinity. The solution representation of region 
II, however, changes to 

The boundary condition (66) applies when the dimensionless radius 
6 is finite. In the limit as 6 approaches infinity, equation (66) is re
placed with 

Jim 82(b, z) is bounded (7) 

The two remaining relations that couple regions I and II can be for
mulated by noting that the temperature and the heat flux must be 
continuous at the interface between the two regions. 

Lim 82(r, z) = Z BmK0(5mr) cos —— (106) 

The symbols Ix and Kx denote modified Bessel functions of the first 
and second kinds respectively. The symbols \n and 5m represent ei
genvalues which are defined by the following equations: 

t\n lt\, 
tan Bi„ (11) 

Bi (12) 

a \ a 
n = 1, 2, 3 

t$m . (t&n 
tan — 

a \ a 
m = 1,2, 3 , . . . 

The eigenvalues for the present investigation were determined by 
solving equations (11) and (12) with a numerical iteration scheme. 

The An and Bm coefficients that appear in equations (9) and (10) 
have yet to be determined. The first step in this evaluation procedure 
is the substitution of the 8\ and 62 parameters into equation (8a). By 
applying orthogonality to this equality, an expression for the An 

coefficients in terms of the Bm coefficients will be obtained. 

An - Dn+ Y, BmEmn 

Here, Dn and Emn are defined as 

Bi 

Dn 

1 - : 
Bi, 

sin 
X„t \ a I 

/o(AJ 
1 a I2t\, 
- -I sm 
2 4tX„ \ a 

(13) 

(14) 

/ 0 O U + / 1 
(dmb)K0(Sm) 

Ki(&mb) J 

(A„ - <Sm) " (K + bm) 

(A„ - ^n (A„ + «m) 

r ,» J 1 a • /2tA, 

2 4t\n \ a 

(15a) 

When 6 is taken in the limit as 6 approaches infinity the Emn ex
pression becomes 

2t 
K0(Sm) 

Lim£„-

•(A„ - Sn " (A„ + «m) 
a 

(An - 5m) (An + &m) 

(156) 

Iofrn) 
1 a . I2t\r - H sm 
2 tt\n \ a 
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Similarly, by substituting 9\ and 62 into equation (86) and applying 
orthogonality results in an expression for the Bm coefficients in terms 
of the An coefficients. 

Bn •• L AkFkn (16) 

When the dimensionless radius b is finite, Fkm is defined by 

that area of the plate directly opposite the gauge will flow around the 
gauge. This net heat loss from region I gives rise to a misleadingly low 
gauge reading (i.e., a gauge error). The percentage difference between 
the heat entering region I and the heat lost through the interface be
tween the gauge and plate is 

percent error : 2 
1 + — 

Bi Jo dz 
l)rdf X100 (21) 

HhChk) 
It 

Fhn 

- (A* - Sm) 
a 

(A* - 5m) 

• (\k + <U 

(A* + &m) 

h(&m) ~ 
h(6mb)Ki(im) 

Ki(*»6) 

1 a . I2tb„ 
- H sm 
2 4tdm \ a 

(17a) 

In the limit as 6 approaches infinity the Fkm expression changes 
to 

• Akli(Ak) — • 
2t 

Lim Fkm = 
b-"° 

- (Afe _ bm) 
a 

(A* + «m) 

(A* - &m) (A* + Sm) 

SmKi(Sm) 
1 a . 2tS„ 
- -\ sm 
2 4t&m \ a 

(176) 

The substitution of equation (16) into equation (13) produces a 
relation between all of the An coefficients. 

Dn+ Y. AkGkn 

Here Gkn is defined as 

Gkn - Y, PkmE„; 

(18) 

(19) 

To obtain the value of each An coefficient by the use of equation 
(18) would require the solution of an infinite determinant. It can be 
shown that as successively larger N X N determinants are solved the 
value of each An approaches a definite limit. The value of this limit 
is what would be obtained if an infinite number of terms were taken. 
Extrapolation formulas have been utilized as a means of obtaining 
the same limit to a given number of significant figures. A two constant 
extrapolation formula that is reported in [6] is 

An™ 
N N2 (20)' 

The An(™\ Ci, and C2 unknowns in equation (20) can be evaluated 
by the solution of three simultaneous equations. Each equation re
quires a distinct An

 (w> value. These values can be obtained from the 
solution of three different An determinants. Each determinant must 
differ in order from the preceding by N — 2. Hence, only values ob
tained from successive odd or even determinants are suitable for use 
in solving equation (20). 

The solution representation of the temperature field within region 
I provides a means of estimating several errors that may be present 
in a thermopile heat flux gauge reading. These errors originate from 
two separate sources: (1) the local divergence of the heat flux field 
within the plate and (2) the temperature dependence of the thermal 
conductivity and the Seebeck coefficient. 

The local divergence of the heat flux field within the plate results 
in a difference between the heat flux at the interface between the 
gauge and plate and the spatially constant heat flux at the opposite 
face of the plate. Therefore, a fractional part of the energy that enters 

The temperature dependence of the thermal conductivity and the 
Seebeck coefficient of a specific gauge may change the proportionality 
between the heat flow through the gauge and the emf output. The 
mean temperature of the gauge is the basis for correcting the error in 
the output. If the gauge is thin and the temperature gradient within 
the gauge is not large, then the radial mean temperature of the in
terface between the gauge and the plate provides a good approxima
tion of the mean gauge temperature. The radial mean interface tem
perature (Tmean) can be determined from 

s1 
Jo 

T/(r, l)rdr (22) 

This approximation may be somewhat in error if the axial temperature 
gradient within the gauge is large and the governing thermal and 
electrical gauge properties change appreciably with temperature. If 
the axial temperature drop across the gauge is taken into account then 
equation (22) can be improved. The resulting dimensionless equation 
for the mean gauge temperature is 

Mean Temp. = T„ 

/ B i • - * - » I — + — \ 

Bi + -

(23) 

Equation (23) provides an excellent estimate of the mean gauge 
temperature for all but the most severe operating conditions. 

One-Dimensional Conduction Factor. As earlier remarked, a 
significant departure from axial one-dimensional heat flow through 
a thermopile heat flux gauge can lead to an error in the gauge reading. 
A locally distorted heat flux field at the edge of the gauge is inevitable. 
[1] suggests that edge effects produce a negligible error in the gauge 
reading if the gauge is constructed with the thermopile junctions lo
cated at least five times the gauge thickness from the edge of the 
gauge. There is no indication that the recommended thermopile region 
was derived with consideration given to a spatially distorted tem
perature at the interface between the gauge and heat transferring 
surface. Equation (9) implies that a radially nonuniform temperature 
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is typical at the interface between a gauge and plate. It is obvious that 
the heat flux field within the gauge is governed by the entire con-
ductive/convective thermal system. A specific gauge design, therefore, 
may not insure against an error due to a distorted heat flux within the 
gauge which results from an unfavorable thermal system. 

A one-dimensional conduction factor, which provides an indication 
of when the mean heat flow through a thin disk can be considered to 
be axially one-dimensional, will be developed in the following analysis. 
The factor was formulated with consideration given to the entire 
thermal system illustrated in Pig. 1. Recall that the previous plate heat 
conduction analysis utilized a simplified thermal boundary condition 
which was based on the assumption of an axial linear temperature 
gradient within a disk affixed to a plate. In view of this, it appears that 
the conduction factor would serve a twofold purpose: first, predicting 
when the previous plate heat conduction results are no longer valid 
and, second, indicating when an error may be present in a thermopile 
type heat flux gauge reading due to a significant departure from an 
axial one-dimensional heat flow through the gauge. 

A disk of radius a and thickness tg is attached to the plate shown 
in Fig. 2. The axis of the disk coincides with the z coordinate. A di-
mensionless temperature is required in addition to those dimen-
sionless parameters defined by equations (2a), (2b), and (2c). This 
is the dimensionless temperature distribution of the disk and is de
fined as 

• T „ 
(24) 

7p _ ^ disk 

It is convenient to express the dimensionless heat conduction 
equation of the disk in the integral form. 

\aJ Jo Ji \dr2 r dr) 

Jo dz\ t) 
1 + ^ \dr + J' l dT 

r—z(r, l)dr 
o dz 

(25) 

This equation allows for heat loss at the edge of the gauge. 
The mean value theorem of integral calculus states that a £ exists 

within the thin gauge (tg « a) such that 1 < £ < 1 + tg/t where 

H - T + \dz=J-r 
Ji \dr2 T dr t 

d 2 T _ l d T -
— <?,!•)+-—(r,Z) 
dr2 r df 

(26) 

2 20 

Fig. 3 Conduction factor and plate conduction errors for the case where b 
approaches infinity 

For physically realistic convective boundary conditions at the edge 
of the gauge and significant differences between Bie and Bi, £ may be 
approximated as being equal to unity, i.e., | =* 1. The boundary con
ditions where this approximation would prove invalid occur when the 
disk and plate interface temperature approaches a constant (Bie ap
proaches Bi) or when the convective heat transfer coefficient at the 
edge of the disk becomes large when compared with that at the disk 
face. As Bie approaches Bi the problem defined in the previous 
analysis begins to disappear as would any interest in a one-dimen
sional conduction factor. [14] indicates that a large reduction in heat 
transfer occurs at the edge of the gauge as opposed to the opposite 
being true. 

Both partial derivatives on the right hand side of equation (25) may : 
be represented in terms of other thermal parameters. Noting that the 
local convective heat flux at the disk surface is given by h(Tdisk ~ T„), > 
it follows that 

k 1 + -
dz \ t Te

EiT^1 + tl) (27>: 

The local heat flux at the interface between the disk and plate must 
be conserved, that is 

— (r, D = - — 1 ( r , 1) 
dz kg dz 

Let a conduction factor Cf be defined as 

Cf 

(28) 

t 
a 

r\-~(r, D+z—r (r,l) 
Jo [ dr2 r dr 

r1 dTr 
j r—{r,l)dr 

Jo dz 

dr 

(29) 

Equation (9) in the previous analysis section enables one to easily 
evaluate the integrals in the Cf expression. 

When equation (25) is expressed in terms of the preceding quan
tities developed in equations (26-29), a relation between the magni
tudes of the radial, axial, and convective heat transport contributions 
is obtained 

ah 

Jo 
Bi | X rT (r, 1 + ^ | dr 

J' i d7V 
f~(f,l)df 

o dz 

(30) 

Thus, when the product of the conduction factor, the disk to plate 
thermal conductivity ratio, and the disk thickness to radius ratio is 
much less than unity, i.e., 

tgkg 

ak 
•Cf«l (31) 

the mean heat flow through the disk can be considered to be axially 
one-dimensional. 

R e s u l t s and D i s c u s s i o n 
The following results were generated with a CDC 6600 digital 

computer. Convergence of the mathematical series that were utilized 
in producing the data was obtained when the addition of a single term 
caused the final result to differ by not more than 0.0001. Depending 
upon the thermal input parameters, convergence was achieved with 
from 7 to 56 terms. 

Plate Conduction Error and Conduction Factor. Attention 
will be initially focused on the plate heat conduction error results 
which are presented in Fig. 3. The error results, identified by the 
unbroken curves in the figure, were generated from equation (2'l) for 
the limiting case where b approaches infinity. Fig. 3 also contains the 
one-dimensional conduction factor results which are identified by the 
dashed (broken) curves. 

The figure is subdivided into three semi-logarithmic graphs, each 
of which contains the results for a specific plate thickness to disk ra
dius ratio (t/a). In each graph, the percentage error as a function of 
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the effective Biot number (Bie) is plotted for five Biot numbers (Bi) 
between 0.01 and 100. Inspection of the error curves reveals a pattern 
with Bie whereby the error decreases monotonically toward zero as 
Bie approaches Bi. Furthermore, the Bi = 0.01 and 0.1 curves of the 
three semilogarithmic graphs are nearly linear showing a very slight 
convex shape. The Bi = 100 curves are slightly concave. 

The error curves in Fig. 3 generally indicate that a slight departure 
in Bie from Bi can result in a significant error. Exceptions occur at 
large Bi and small t/a values. It is obvious that the thermopile type 
heat flux gauge user will reduce plate heat conduction errors by se^ 
lecting specific gauges that minimize the difference between Bie and 
Bi. Equations (1) and (26) clearly shows that the reduction of the 
difference between Bie and Bi ultimately requires a reduction in the 
telkg ratio. 

The conduction factor (C/), in addition to the plate conduction 
error, is a function of the Bie, Bi, and t/a parameters. It is natural, 
therefore, to plot the conduction factor results on the plate conduction 
error graphs. The conduction factor results, which were generated 
from equation (29), are represented by dashed curves in Fig. 3. 

Two characteristics of the conduction factor are of importance to 
the thermopile heat flux gauge user. First, a gauge attached to a 
thicker plate is less likely to incur errors caused by a departure from 
an axial one-dimensional conduction field within the gauge than the 
same gauge attached to a thin plate. Second, a gauge operating with 
a significant difference between Bie and Bi is more prone toward a 
one-dimensional conduction departure error. It must be emphasized 
that equation (31) represents the criteria to be met for reducing errors 
of this type. Furthermore, it is obvious that gauges which are subject 
to thermal conditions that result in sizeable plate conduction errors 
also run a greater risk of errors caused by a distorted heat flux field 
within the gauge. 

Approximate Mean Gauge Temperature. Equation (22) affords 
the thermopile type heat flux gauge user a means of correcting errors 
of a different class. This type of error, which was addressed earlier, 
results from the temperature dependence of the thermal and electrical 
properties of the gauge. The approximate mean gauge temperature 
provides a basis for estimating an error of this kind. 

Fig. 4 was prepared for the case where b approaches infinity (i.e., 
a radially infinite plate). The figure is subdivided into three graphs 
for Biot numbers of 0.01,1.0 and 100. Each graph contains the plots 
of the dimensionless approximate mean disk temperature (Tmean) as 
a function of the Bie/Bi ratio. 

The results shown in Fig. 4 are useful in estimating the local plate 
temperature increase as well as providing a means of correcting errors 
caused by the temperature dependence of the gauge properties. For 
significant differences between Bie and Bi, quite large temperature 
increases can occur. With present commercially available gauges, some 
Bie/Bi values in the figure may not represent practicable operating 
conditions. 

Region of Influence. It may be necessary to estimate that region 
of the plate where the temperature and heat flux fields are not sig
nificantly altered by the presence of the disk. This may be of interest, 
for example, in determining when the previous results (Figs. 3 and 
4) for the radially infinite plate are valid. It must be born in mind that 
there is no actual sharp division between that region of the plate where 
the thermal fields are altered and that region where the fields are not 
altered. Hence, a rather arbitrary means of defining this boundary 
must be adopted. The method which was chosen here consists of ob
taining a dimensionless radius fe„ where 

Error(5„) = 0.99 Er rors (32) 

Fig. 5 clearly shows the region of the plate where the thermal fields 
within the plate are changed due to the presence of the gauge. From 
the figure, 6«, may be as small as 1.1 to as large as 10.0. The thermal 
disturbance is more localized for small t/a and large Bi values. These 
results provide a definitive estimate of the region of the plate that is 
thermally altered by the presence of a specific thermopile heat flux 
gauge. 

Concluding Remarks 
It has been shown that small differences between Bie and Bi can 

result in meaningfully large errors caused by the divergence of the heat 
flux field within the plate. Significant augmentations of the approx-
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imate mean gauge temperature can also result from small differences 
between Bie and Bi. Furthermore, thermal operating conditions that 
are conducive to plate conduction errors also increase the probability 
of errors resulting from a significant departure from an axial one-
dimensional heat flux field within the gauge. The mean heat flux field 
within the gauge can be regarded as axially one-dimensional if 
Cftgkg/ak « 1. Reduction of the type of errors that are addressed in 
this paper ultimately require the selection of a specific gauge that 
minimizes the ts/kg ratio. 

The use of the results shown in Figs. 3-5 requires values of Bie, Bi, 
and t/a. Convective heat transfer coefficients are often calculated 
from temperature sensor and heat flux gauge measurements. 
Therefore, the actual value of Bi, and consequently Bie, is noticnown. 
The error results shown in Fig. 3, for example, may be utilized with 
a measured Bi value by employing an iteration technique. 

An iteration method that has proved successful consists of calcu
lating approximate Bi and Bie values from the measured heat flux and 
temperature data. With these values, Fig. 3 will yield a plate con
duction error. The error in turn may be used to correct the measured 
heat flux value. The corrected heat flux value is used in calculating 
new approximate Bi and Bie values. This procedure is repeated until 
Bi converges to a number of significant figures. This iteration method, 
when applied to specific heat flux gauge applications, has converged 
to 0.01 percent of the actual value with four iterations. 
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Heated Three-Dimensional 
Turbulent Jets 
An experimental investigation of heated three-dimensional turbulent free jets is present
ed. Emphasis is placed on the basic character of such flows and their relation to their un-
heated counterparts and to heated axisymmetric jets. Temperature and velocity distribu
tions indicate that these flow fields may be characterized by three distinct regions in 
terms of the axis decays: a potential core region where axis values are close to the exit 
values, a characteristic decay region wherein the axis decays are dependent upon orifice 
geometry, and an axisymmetric decay region where the axis decay is axisymmetric in na
ture and thus independent of orifice geometry. These regions are not exactly the same for 
temperature as for velocity, the former being shifted somewhat upstream of the latter. 
Half-width data indicate that heated three-dimensional jets change shape as they pro
ceed downstream, ultimately becoming axisymmetric in nature, regardless of initial ori
fice shape. Profile characteristics and similarity are discussed as well as cross-plane con
tours of pertinent flow variables. Some of the effects of initial conditions and exit flow 
quality on the subsequent development of three-dimensional jets are shown and the sen
sitivity of such flows to these factors is described. 

Introduction 

Three-dimensional jet flow fields display several interesting fea
tures not apparent in their two-dimensional and axisymmetric 
counterparts. Since these simpler flow geometries are limiting cases 
of the three-dimensional flow, it is necessary that a better under
standing of the general case be developed in order to more fully ap
preciate the consequences of the theories of shear flow turbulence that 
are based primarily on experience with the extreme cases. Such un
derstanding will surely promote improved predictive capabilities for 
free turbulent shear flows. In addition, engineering practice requires, 
for the interim, experimentally inspired empiricisms capable of 
providing reasonably accurate information on three-dimensional 
shear flows. 

The first author and his students have studied, in some detail, the 
behavior of constant property three-dimensional turbulent shear flows 
[1, 2] as well as heat and mass transfer in axisymmetric turbulent jets 
[3] and heat transfer in three-dimensional turbulent jets [4]. Recently 
emerging interest in such flows among other researchers is evidenced 
by the experimental work on heated slot jets by Sfeir [5] and the en
couraging attempts at numerical analysis of constant property 
three-dimensional turbulent jets by McGuirk and Rodi [6]. 

The objective of this paper is to illustrate the character of heated 
three-dimensional turbulent free jets and to relate them, where pos
sible, to their unheated three-dimensional counterparts as well as to 
heated axisymmetric free jets. We will consider jets issuing at exit 
velocities in the range of 60 to 90 m/s from orifices of various geometry 
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at temperatures considerably (25°C to 125°C) higher than that of the 
motionless surroundings. Structural aspects of these flows which will 
be addressed include velocity and temperature fields and cross-plane 
contours of flow properties. 

Experimental Apparatus 
The experiments reported here were performed in the jet facility 

of the Aerodynamics Laboratories of the Polytechnic Institute of New 
York. Several different, but similar, stations in the facility were used 
in the course of these studies, which were performed over a period of 
years. They each consist, basically, of a fiberfax insulated cylindrical 
settling chamber with provision for instrumentation at various in
ternal locations for monitoring of chamber pressure and temperature 
and internal screens upstream of the jet exit. The air supplied to the 
chamber is first allowed to settle in a large reservoir, after which it is 
passed through a silica gel matrix for moisture removal. A nichrome 
wire electric resistance heater, coiled about a portion of the chamber 
supply pipe, is monitored by an automatic control unit in order to keep 
the temperature of the supply air constant at the desired level. 

The present investigation included isothermal (heater off) condi
tions as well as operation at elevated chamber temperatures (100°C 
to 200° C). The downstream end of the chamber accepts various 
endplates into which orifices of various geometry are machined. The 
endplates (both metal and bakelite endplates have been used) are 
thick enough to allow the upstream (inlet) side of the orifice to be 
contoured with a radius on the order of the (shortest) characteristic 
dimension of the orifice. Thus the orifices may be considered to be 
short converging nozzles. It will become apparent, it is hoped, from 
the subsequent discussion of results that initial conditions such as 
orifice details, exit profile uniformity, etc., are quite important in 
determining the nature of the near field of the jet flow. This becomes 
particularly evident in the case of three-dimensional free jets because 
of the distinctive character of such flows in the near field. 
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Typical features of the jet facilities used in this investigation are 
shown in Fig. 1. Most of the data (the detailed studies) presented here 
were obtained in a vertically oriented jet, as is shown in the illustra
tion. Effects of horizontally issuing heated jets are most pronounced 
for orifice geometries with e approximately equal to unity, and are 
described in [7]. The large contraction in area from settling chamber 
to orifice (70:1) maintains low speed in the settling chamber (less than 
1 m/s) and ensures low streamwise turbulent intensity at the exit. The 
orifice itself is machined out of the endplate and includes a radius on 
the order of half the endplate thickness. It has been our experience 
that exit radii less than this can lead to what is apparently a separation 
condition within the orifice with subsequent spurious downstream 
behavior. ' 

The major problem in heated jet studies is connected with heat loss, 
by various means, from the settling chamber to its surroundings. This 
can lead to altered conditions in the test room, unwanted convection 
currents, and nonuniform exit temperature profiles. In order to 
minimize these effects the chamber was heavily insulated and mate
rials of low heat conductivity were used where possible to thermally 
isolate the chamber. Within the chamber, six relatively coarse mesh 
(2mm X 2mm) screens were installed to promote temperature uni
formity. Typical exit profiles of velocity and temperature for the 
rectangular slot of slenderness ratio e = 0.1 are shown in Fig. 2. 

Several different types of instrumentation were used: pitot and 
thermocouple probes, and a specially designed isokinetic sampling 
probe described in some detail by Sforza and Mons [3]. Many of the 
temperature field measurements reported herein were obtained by 
means of various thermocouple probes while the more detailed 
measurements of the velocity and temperature field presented here 
for the particular case of the jet from an orifice of slenderness ratio 
e = 0.1 were performed with the isokinetic sampling probe. This latter 
has the capability of measuring mean values of mass, momentum, and 
enthalpy flux, from which the more conventional variables such as 
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mass-averaged mean velocity (see Favre [8], Laufer [9]) and mean 
temperature may be deduced. Measurements of turbulence quantities 
were not made in this study. The objective here is to illustrate the 
basic character of the three-dimensional flow field in the case of 
combined heat and momentum transfer. 
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• N o m e n c l a t u r e * 

cp = specific heat at constant pressure 
d = characteristic orifice height 
d' = diameter of a circular orifice of area 

equal to. that of a given orifice 
dt = effective thermal diameter 
e = orifice slenderness ratio, d/l 
er = reference value of e, equal to 0.1 here 
I = characteristic orifice length 
m = exponent in decay law for axis temper

ature excess 
n = exponent in decay law for axis velocity 

decay 
T = mean stagnation temperature 
U = mean velocity component in the 

streamwise direction 
U = mass-averaged velocity, pU/p 
x = streamwise coordinate 
y = transverse coordinate 
2 = transverse coordinate 
p = density 

Subscripts 

a = conditions in the ambient atmosphere 

AD = axisymmetric decay region 
o = axial conditions 
oc = axial condition at orifice exit 
PC = potential core region 
xk = conditions at the half-width location 

Superscripts 

(~) = ( )/d for length variables and temporal 
mean for flow quantities 

(~) = ( )/(der/e) 
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Probe positioning in the plane of the orifice was achieved by a 
manually activated two-degree of freedom traversing mechanism 
capable of being incremented in intervals of 0.127mm. This unit is 
positioned in the stream wise direction by a motor and lead screw unit 
capable of increments of 0.254mm. 

T h e F l o w F i e l d 

It has been shown by Sforza, et al. [1] that the constant density 
three-dimensional turbulent jet may be characterized by three distinct 
regions in the axis velocity decay. This has been substantiated for 
heated jets as well by Sfeir [5] who considered slender rectangular jets 
of slenderness ratio e = 0.1, 0.05, 0.033. The temperature field is 
similarly described by the distinctive features of the axis temperature 
excess decay. In general, the flow field appears as depicted in Fig. 3, 
and the various regions may be described as follows: 

(a) Potential Core (PC) Region: Here the flow is characterized by 
constant values of axis velocity and temperature excess, equal to, or 
very close to the exit values. 

(b) Characteristic Decay (CD) Region: In this second region the 
maximum velocity and temperature excess decay as a constant power 
of X, the axial coordinate. The exponent in this power law decay is 
dependent on orifice geometry; thus the decay in this region is termed 
"characteristic" of the particular orifice geometry considered. 

(c) Axisymmetric Decay (AD) Region: This final decay region il
lustrates the tendency of all jets to approach axisymmetry far from 
the exit, independent of orifice geometry. Here, both the axis velocity 
and temperature excess are proportional to x _ 1 . 

The major difference between the axis decay of velocity and tem
perature excess is that the CD and AD regions begin somewhat sooner 
for the latter. This is apparently indicative or the more rapid mixing 
of heat compared to mixing of momentum. 

Axis Decays 
The axial variation of the temperature excess, (T0 — Ta)/(Toc — 

Ta), as determined by thermocouple probes, is shown in Fig. 4 for 
various types of orifice geometries. It is to be noted that as the orifice 
approaches an axisymmetric configuration the extent of the CD region 
decreases until it is no longer discernible. Detailed tests have not yet 
been performed to determine more accurately the value of slenderness 
ratio at which this occurs, but the results of [2], for constant property 
three-dimensional jets, indicates that this value is e == 4. The 
streamwise distance is nondimensionalized with respect to d', the 
diameter of a circular jet of cross-sectional area equal to that of the 
orifice in question. Note that all the data falls in a relatively narrow 
band far downstream, indicating the developing independence of 
orifice geometry as distance from the orifice grows, and the fact that 
the total heat content of the jet is well-scaled by (Toc - Ta) and d'. 
The use of d' is tantamount to using the more accurate thermal di
ameter, a characteristic dimension based on the actual integral of the 
heat flux at the exit, i.e., 

[i:x PUcp(T - Ta) dydz 
1/2 

[jpt/Cp(T-Ta)]o 
1/2 

However, accurate measurement of the exit profiles is often quite 
difficult in practice and the use of d' is suggested for engineering 
purposes, providing reasonably uniform exit profiles are expected. 
Our experience indicates that for such cases d' is usually accurate to 
within ten percent of the proper value, dt, mentioned above. 

Some more detailed results for the particular case of the slot jet of 
slenderness ratio e = 0.1 are shown in Fig. 5. The mass flux probe was 
used in obtaining this data for mass-averaged velocity, U = pU/p (see 
Favre [8] and Laufer [9]), and temperature. The velocity data for both 
the isothermal and heated cases are seen to be virtually identical, save 
for the typical upstream shift of the data for the heated case, which 
is most likely due to the slightly lower total momentum of the heated 
jet for a given chamber pressure. The temperature excess data com
pares the heated e = 0.1 jet with an axisymmetric jet and illustrates 

vv, 
Fig. 3 Schematic diagram of a three-dimensional free jet flow field showing 
the various flow regions typically encountered 
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the difference in axis decay in the near field and the equivalence in 
the far field. The shaded symbols are results from a thermocouple 
probe in the flow of a different e = 0.1 jet in a different test bay in our 
facility and are shown in order to supplement the presently available 
data obtained from the isokinetic sampling probe. 

A summary of the data on the exponent in the power law fits to the 
axis decay of velocity and temperature excess is shown in Fig. 6. In
cluded is past and present data from our laboratories as well as some 
isothermal results from the work of Becher [10], which was performed 
in the context of heating and ventilation, and the recent work of Sfeir 
on heated three-dimensional jets [5]. It is found here that the expo
nent in the decay law for temperature excess i s m s 0.5 for the CD 
region of slender jets, e < 0.05, which is in agreement with the results 
of [5]. On the other hand, for e = 0.1, we find that the exponent m ~ 
0.35, which is equal to the value for the exponent of the velocity decay 
law for this case. The results of [9], for the same orifice geometry, in
dicate a value of 0.5, as for the more slender slots. The reasons for this 
discrepancy are not clear, although several factors may be considered. 
The results of [5] for this case show some unusual behavior in the re
gion of interest (see Fig. 1(a) of [5]). Furthermore, Fig. 5 of [6] shows 
results taken from [2] (cold jet) and also from [5] in which little dif
ference is seen between the two experimental results. Probably more 
important than these indications is the fact that Sfeir [5] makes use 
of two extreme configurations for his orifices, in the sense that one 
type is a sharp-edged orifice, i.e., a thin plate with a rectangular slot 
in it, and the other is a long channel of constant cross-section. These 
stand in contrast to the short, smooth, converging nozzle-type orifices 
used in the present study. Indeed it appears that the few discrepancies 
between the results of this report and those of Sfeir [5] are most likely 
due to the alteration of the character of the exit flow field. It is likely 
that this important factor of nozzle configuration and its influence 
on exit flow quality; i.e., the uniformity of the exit profiles, the exis
tence of a vena contracta effect, presence of turbulence, etc., can now 
be isolated by employing the sensitivity of three-dimensional jets to 
it. It seems that an exciting avenue of research on shear flow devel
opment may be opened by virtue of some of the small but noticeable 
effects producible in three-dimensional jets by alterations of the exit 
flow. Some other effects of this type, aside from the changes in axis 
decay features, are addressed throughout this study. 

Half -Width G r o w t h 
The behavior of the thermal half-widths in the two principal 

coordinate directions for different geometries is shown in Fig. 7. It 
is seen that there exists a reasonable degree of correlation between 
the various jets when an appropriately stretched coordinate system 
is used. As suggested in [2], the X, Y, and Z coordinates are normal
ized with respect to d(e,./e), where er is a reference slenderness ratio 
chosen here to be 0.1. 

Note that the typical characteristic of the velocity field of the 
constant property three-dimensional free jet, the "cross-over" of the 
half-widths, is also present in the case of the thermal half-widths. 
Thus we see that for three-dimensional heated jets, the major axis 
half-width decreases initially while the minor axis half-width grows; 
at some intermediate station they cross over, grow similarly, but at 
different rates and finally tend to approach each other far downstream 
where the jet tends to axisymmetry. This cross-over point is found 
to coincide approximately with the streamwise location of the start 
of axisymmetric type temperature decay, i.e., XAD-

A detailed description of the thermal and velocity half-widths for 
the e = 0.1 heated jet is given by Figs. 8 and 9, respectively. In the 
former figure, the previously mentioned cross-over phenomena is 
clearly evident and the approach to axisymmetry is well-illustrated. 
The Y1/2 and Z1/2 data neatly bound the axisymmetric heated jet 
half-width data and tend to approach it far downstream. Experiments 
on the ellipse of fineness ratio e = 0.8 (7) have even shown a second 
cross-over point in the far field indicating an "oscillation" of the flow 
field about the axisymmetric counterpart flow field. The half-widths 
for the velocity field of the e = 0.1 jet are shown in Fig. 9. The same 
qualitative behavior as for the thermal half-widths is found, although 
the cross-over point occurs sooner for the latter, as is typical in 
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three-dimensional heated jets. Typically, the thermal half-widths are 
greater than the velocity half-widths. Also shown on the figure are 
data for an isothermal e = 0.1 jet; comparison indicates that the Z\/i 
growth for the heated jet is augmented, while the Y1/2 growth is 
somewhat suppressed. 

Similar results are found in [5], although it again becomes apparent 
that the nozzle characteristics do cause some alterations in half-width 
behavior. The sharp-edged nozzle results reported there are very close 
in behavior to those shown here. However, the long channel-like nozzle 
tends to suppress the "necking-down" of Y1/2. In studies on three-
dimensional wall jets, Sforza and Herbst [11] show a similar effect, 
which was attributed to the altered mass entrainment characteristics 
imposed on the flow by the presence of a solid boundary tangent to 
the mainstream direction. It may be possible that the different initial 
flow profiles caused by the shear flow in the long channel nozzle case 
of Sfeir [5] may induce reduced entrainment capabilities for such 
configurations. Indeed, it has been suggested by Trentacoste and 
Sforza [2] that the near field entrainment is strongly influenced by 
three-dimensional vortex structures, the generation of which is de
pendent upon exit conditions such as shear stress distribution and 
turbulence characteristics. 

Prof i l e C h a r a c t e r i s t i c s 
Profiles of flow variables in the two principal planes have been 

obtained and are found to display characteristics similar to those 
described for constant property three-dimensional jets in [1] and [2]. 
That is, in the AD region the normalized temperature profiles are 
found to be equivalent when plotted against either Y/Y1/2 or Z/Z1/2, 
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for all jets tested, and the typical axisymmetric result therefore can 
serve to describe all three-dimensional jets in the AD region, as shown 
for the e = 0.1 jet in Fig. 10. On the other hand, in the CD region, 
where orifice geometry effects are important it is found that the degree 
of similarity achieved is not as pronounced (Fig. 11). The same effects 
are observed for the velocity field of the e =0.10 jet as shown in Figs. 
10 and 11. Temperature "irregularities" typical of the CD region of 
slender three-dimensional jets, in planes Z = constant, such as those 
described in [1] and [2] for the velocity field of constant property 
three-dimensional jets have also been noted (Fig. 12). We have always 
maintained that these effects were due, in large part, to large scale 
vortex structures surrounding the jet in the near field, and were 
therefore essentially inviscid interactions with the turbulent flow field. 
The effects of such structures were described in [2], while Viets and 
Sforza [12] carried out theoretical and experimental studies on the 
motion of such bilaterally symmetric vortex rings. Holdeman and Foss 
[13] have proposed a vortex stretching model based on some of these 
ideas, and more recent work has been performed by Rockwell [14]. 

Sfeir [5] also shows temperature and velocity irregularities with the 
characteristic "saddle-back" shape described in [2]. His results are 
for the e = 0.10 jet, for which case our results show very minor features 
of this type. However, he also illustrates the change in the magnitude 
of the irregularities for the two different nozzle geometries, the 
sharp-edged nozzles having more pronounced overshoots than the 
long channel-like nozzle. It may be that the sharp-edged nozzle issues 
forth with a vena contracta of some type due to the sharp edges and 
this produces a jet configuration, just beyond the exit, which has a 
much more slender cross-section than the orifice. Such a condition 
would be tantamount to using a narrower slot, i.e., a smaller effective 
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e value. This would be consistent with the observed results of more 
pronounced overshoots for the sharp-edged nozzle case. 

C r o s s - P l a n e C o n t o u r s 
The heated rectangular slot jet of slenderness ratio e = 0.1 was 

studied in detail with the mass flux probe at one station in the CD 
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region (x = 20) and one station in the AD region (x = 60). Data for 
mass, momentum, and enthalpy flux sufficient for generating contour 
plots of these variables in the planes x = 20 and 60 were obtained. For 
the purposes of the present report such contours are presented only 
for mass flux; the other properties displayed similar behavior. 

Lines of constant mass flux, faired through the available data 
points, at the station x ~ 20 are shown in Fig. 13. Note that the con
tours are somewhat like rounded lozenges with their major axes 
aligned with the major axis of the e = 0.1 orifices, i.e., 2 = 0. Further 
downstream, x = 60, in the AD region, the mass flux contours are 
found to be roughly elliptical, as shown in Fig. 14. Here, however, the 
major axes of the ellipses are aligned with the minor axis of the orifice, 
i.e., y = 0. These plots provide another illustration of the cross-over 
phenomenon described in the discussion on half-width growth. 

It is evident that the three-dimensionality of the flow is quite 
strong, and it may bear repeating that the momentum flux and en
thalpy flux follow the same trends. Indeed, the ellipticity of the con
tours in the AD region has also been shown for the velocity field of 
isothermal jets by Trentacoste and Sforza [2]. 

Conclusions 
Experiments on heated three-dimensional turbulent free jets in

dicate that these flows may be characterized by three distinct regions 
in terms of the axis property decays: a potential core region where axis 
values are close to the exit values, a characteristic decay region 
wherein the axis decays are dependent upon orifice geometry, and an 
axisymmetric decay region where the axis decay is axisymmetric in 
nature and thus independent of orifice geometry. These regions are 
not exactly the same for temperature as for velocity, the former being 
shifted somewhat upstream of the latter. 

Half-width data indicate that heated three-dimensional jets change 
(cross-sectional) shape as they proceed downstream. The major axis 
half-width decreases initially while the minor axis half-width grows; 
at some intermediate station they cross over, grow similarly, but at 
different rates and finally tend to approach each other far downstream 
where the jet tends to axisymmetry. 

Cross-plane contours illustrate the altering shape of three-di
mensional jets as described above. Measurements shown here, and 
those of other investigations, e.g., Flora and Goldschmidt [15], indicate 
that the nature of the orifice exit flow conditions play a large role in 
the development of the near field jet characteristics. It is suggested 
that three-dimensional jets would serve as excellent test cases for 
investigating the effects of initial conditions in turbulent mixing, 
because their downstream development seems particularly sensitive 
to them. 
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Numerical Solution of Solid 
Propellant Transient Combustion 
Three thermal theories of solid propellant combustion, [1, 2, 3], all based on the quasi-
steady flame assumption, were subjected to a rapidly rising external pressure field simu
lating a gun combustion chamber. Transient burning rates were computed by four differ
ent numerical solution methods; the best results were obtained with an invariant imbedd
ing scheme. The numerical predictions show that (1) burning rate "runaway" is a numeri
cal difficulty and is not a solution to the models, (2) the final state of an intrinsically un
stable model at constant pressure is composed of repeating finite-amplitude spikes, and 
(3) the dynamic burning rate from a linearly-stable model can be many times greater than 
r = op". 

Introduction 

Current theories of gun interior ballistics rely on, and are sensitive 
to, the steady-state burning rate "law," r = apn, to model combustion 
of solid propellant grains. This power law often provides a good cor
relation of constant-pressure burning rates obtained in strand burner 
experiments. However, when the combustion chamber pressurization 
rate can exceed 100 MPa/ms, the use of instantaneous pressures in 
the same relationship implies a burning-rate adjustment which may 
not occur. The possibility of dynamic burning rate excursions warrants 
further investigation. 

The rate of solid propellant decomposition depends heavily on heat 
released in the flame region and a t the gas/solid interface. The in
stantaneous energy flux to the surface of the reactive solid is con
trolled to a large extent by competition in the gas phase between 
convection, heat conduction, species diffusion, and chemical reactions. 
A comprehensive time-dependent model incorporating this level of 
detail has yet to be accomplished. On the other hand, very few ex
perimental measurements are available to set values of constants, 
delineate controlling chemical reaction steps, and validate predictions. 
Measurements of temperature profiles are impeded by the steep 
gradients near the regressing surface and by uncertain resolution of 
the surface location with time. Instantaneous regression rates have 
not been measured during rapid pressure changes because of formi
dable difficulties. 

An alternative is to examine the thermal-wave combustion theories 
originally developed for the study of combustion instability and/or 
extinguishment in solid propellant rocket motors. It is our purpose 
here to investigate the behavior of three such models, Krier, et al., [1], 
Levine and Culick [2], and Kooker and Zinn [3], in a rapidly increasing 
pressure field. All three models are based on the quasi-steady flame 
assumption, i.e., the gas-phase flame region should respond and adjust 
to pressure changes at least an order of magnitude faster than the 
solid-phase thermal wave. Hence, regression rate is controlled by the 
response of the thermal wave in the unburned solid. 

Contributed by the Heat Transfer Division of THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS and presented at the AIChE Heat Transfer Con
ference, Salt Lake City, Utah, August 15-17,1977. Revised manuscript received 
by the Heat Transfer Division February 6,1978. Paper No. 77-HT-17. 

The quasi-steady flame assumption precludes a description of 
propellant ignition. The initial condition, instead, is the thermal wave 
associated with a steady-state burning rate at the initial value of 
pressure. This condition relates to the gun problem in the following 
way: In large artillery, a time delay (up to 200 ms) occurs between the 

' first operation of the primer and the onset of rapid pressurization. 
Depending on chamber size, the pressure can remain below 1000 psia 
while ignition and flamespreading are completed. It is reasonable to 
assume that, before the onset of the rapid pressure transient, a given 
propellant grain has ignited and attained its steady-state burning rate 
corresponding to the low value of pressure. Note also that, in the ex
amples that follow, the time-dependent pressure field and the re
sulting propellant burning rate are uncoupled; a prescribed time-
dependent pressure is simply imposed at the edge of the flame zone. 
This was done to create a more controlled numerical experiment 
though it is physically unrealistic. Preliminary calculations of 
closed-chamber combustion where propellant burning rate dictates 
the pressure transient can be found in [4]. 

Analysis 
Derivation of Combustion Models. The derivation of each of 

the three models is based on a common set of simplifying assumptions. 
It is assumed that (1) the solid propellant combustion process can be 
described in a single spatial dimension, (2) the unburned propellant 
is homogeneous, incompressible, and inert, (3) the solid is converted 
into gas by a global pyrolysis reaction which occurs at an mfinitesi-
mally thin interface, and (4) the gas-phase flame is quasi-steady and 
remains anchored to the interface. As a direct result of these as
sumptions, all three models, when written for the coordinate system 
shown in Fig. 1, reduce to the following initial/boundary value prob
lem describing the thermal-wave in the unburned solid propellant: 

oT + Re„ - e „ = o ( -« .< ,< o) 

initial condition 9(J/ , 0) = 

(e(-», r) = o 
boundary conditions < 

[ 6,(0, r) = 
withfl =R(QS) 

(1) 

( la) 

(lb) 

(lc) 

(Id) 
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where 

Fig. 1 Combustion model configuration 

where the particular form of G and R depends on the model in ques
tion. The initial condition is taken to be the thermal-wave corre
sponding to an assumed steady-state burning rate. Equation (16) of 
the boundary conditions enforces the cold-solid temperature at in
finity, while equation (lc) is the result of an energy balance at the 
interface and includes the contribution of the gas-phase flame. The 
point of departure of the three models is the flame analysis and the 
postulated global pyrolysis reaction (equation (Id)). Details of the 
derivations can be found in [4]. 

The gradient boundary condition in the Krier, et al., model is given 
by 

where 

6,(0,7-) = RH + [P2n (P'l/m -

R = QS 

H)]/R (2) 

(3) 

The power law dependence of R on surface temperature is used as an 
approximation to an Arrhenius reaction rate. The appearance of the 
pressure exponent n in equation (2) is the result of assuming that the 
steady-state burning rate of the propellant is P = apn. Thus, if the 
pressure is held constant, the time-dependent model will predict a 
value of burning rate identical to this steady state law when all tran
sient portions of the solution have died away. Of course, for a given 
value of pressure in an arbitrary time-dependent situation, the heat 
feedback from the gas-phase flame will not necessarily equal its 
steady-state value at that pressure. 

For the Levine/Culick model, the gradient boundary condition is 

e,(O,r)=i?[H+(0 s-l)(l-^)J 

+ P 2 " { (1 
csA 

- 1 

E 

R (4) 

R = Pn» exp 
A(9„ - 1) 

A, 
1 + - Os 

E 
1) 

(5) 

Although somewhat disguised, equation (5) is an unsteady Arrhenius 
expression. For all computations shown in the present paper, ns = 0. 
Similar to [1], the Levine/Culick model will also predict a value of 
burning rate identical to apn when the pressure is held constant and 
the transient portion of the solution has vanished. 

In the Kooker/Zinn model, the flame region is assumed to be con
trolled by the simple one-step global reaction, 

Oxidizer + Fuel -» Products 

which leads to the gradient boundary condition, 

e„(o,T) = i i [ f f+(e . - i ) ( i -Se)] + z-
P/3 

R 
(6) 

with R given by equation (5) when ns = 0. The unknown constant, Z, 
is determined by the interface energy balance at the initial condition, 

i.e., 

Z = l-H (7) 

Although this model does not incorporate a power law burning rate 
expression, the differences at steady state are small [4]. 

Numerical Solution Methods. Predictions of the time-depen
dent burning rate for each combustion model require the solution to 
equation (1) using the appropriate interface boundary condition 
(equation (2) for Krier, et al.; equation (4) for Levine and Culick; 
equation (6) for Kooker and Zinn). An exact analytical solution is not 
possible since the primary equation and the boundary conditions are 
coupled and nonlinear. Because of the potential difficulty introduced 
by the nonlinearity, the present study examined four different nu
merical solution techniques, each of which has been used in previous 
investigations to solve combustion problems of this type. The objec
tive is to see if the desired solution is independent of the method used 
to obtain it. 

Each numerical technique is expressed in the following notation. 
The superscripts n and n + 1 refer to the current time level (where 
the solution is known) and the new time level, respectively. The 
subscripts j — 1, j , j + 1 refer to an arbitrary interior mesh point, /, 
and its two adjacent neighbors. For reasons to be discussed, the mesh 
point distribution is nonuniform and hence Aiy = T\J — r\j-\ and Aijj+i 
s rjj+i — T\J are not necessarily equal. For convenience, define 

-Nomenclature* 

a = constant in burning rate law, r = apn 

A=E(l- TJTS0), [n - d] 
cs, Cp = specific heat of solid and gas, re

spectively 
E;ES = Es/yi0Tao, [n — d\; activation energy 

of surface reaction 
G = defined in equation (lc), [n — d] 
H = Q~Jcs (Ts0 - r „ ) , [n - d] 
ks, kg = thermal conductivity of solid and gas, 

respectively 
m = exponent in equation (3.) 
m = mass flow rate = psr 
n = pressure exponent in burning rate law, r 

= apn 

ns = pressure exponent in equation (5) 
p; P = pressure; p/p„ [n — d] 
Qs, Qf = heat release per unit mass for surface 

reaction and flame reaction, respectively 

r; R = surface regression rate; r/r0, [n - d] 
Rs = R computed from a steady state ex

pression, usually Rs =' Pn, [n - d] 
t = time 
T; Ts0; T„ = temperature; initial surface 

temperature; cold-solid temperature 
x = distance coordinate, normal to propellant 

surface 

^ = £ £ (~V)Ao 2 , [ « -d ] 

a = kslpsCs, thermal diffusivity 
p = reaction order (see equation (6)) 
/? = defined in equation (18) 
r\ - x(r0la), [n — d] 

9 ;8 S 
• T-T. 

[n - d}; nondimensional 

surface temperature 
DQj = defined in equation (8) 
DDQj = defined in equation (9) 
A0

2 = kgQ/co0/{m0
2cp

2Tso), [n - d] 
Ps, Pg = density of solid and gas, respective-

ly 
r = t(roya), [n - d] 
w = mass production rate 

Superscript 

~= at steady state 

Subscript 

o = initial conditions 
j = grid point 
r\ = partial derivative with respect to r; 
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DO - A " i 2 9 J + 1 + ( A ^ + i 2 ~ A??J2) eJ ~ A ^ + i 2 e J - i ( 8 ) 

AijjAijj+i (At;; + Aiy+i) 

^ 0 , at point) , 

ATj.+ite;-! - e,) + Ai),(e,+i - e,) 
DDQj s 2 / ; ' - ^ '-1 ' '- (9) 

AJJ;AJJ;+I (A)j; + Aijy+i) 
^ 0 „ at point j 

Then the four numerical techniques when applied to equation (1) can 
be written as, 

(A) Explicit [ 0 ( A T , A»;max
2), stable for AT < 1/2A»;nlin

2] 

Q.n+l _ Q.n 

A T 
• + R"(D6jn)-DDejn = 0 

(B) Full Implicit [ 0 ( A T , A>;max
2), stable for any AT] 

e j " + 1 ~ 9 / " 

A T 
- + fl"+1 (D0jn+1) - DDQjn+1 = 0 

(10) 

(11) 

(C) Crank-Nicolson Implicit [ 0 ( A T 2 , A?;2
max), stable for any AT] 

n.n+l _ a.n 1 

A T 2 

+ /J"(D0;-") - DDey") = 0 (12) 

(D) Invariant Imbedding Implicit [ 0 ( A T , A?;2
roax), stable for any 

AT] See derivation in [4]. 
The coupling between the unknowns at;' - 1,;', and ; + 1 in Methods 
(B) and (C) leads to a tridiagonal matrix which is inverted with the 
standard Thomas Algorithm. 

All the methods generate a finite difference equation (FDE) which 
is only an approximation to the true partial differential equation 
(PDE). The relationship between the two.is based on Taylor series 
expansions and, using Method (B) as an example, can be written 
as, 

AT 
FDE = PDE - — Q„ + [RAVjAVj+1 + 2(A„; - Aw + 1)](6,„,/6) 

+ [RArijAiij+i (Arjj+1 - At;;).- 2(AVj2 - AJ;;AT;;+I 

+ A^;+1
2)] (6„„ /24) (13) 

For equally-spaced mesh points, this reduces to the more familiar 
form, 

AT 
FDE = PDE ( 

2 
+ (2RQ...-I ,) (At,2/12) (14) 

Based on equation (14), the formal order of accuracy is O(AT) and 
0(A);2). However, unless the derivative terms are uniformly small, 
the formal argument can be misleading. Since the present combustion 
problem involves a thermal profile which may have very steep gra
dients near the interface, the spatial mesh must be closely spaced in 
this region (i.e., At] « 1); otherwise the truncation error will swamp 
the desired solution. Although no single mesh system will be optimal 
for all problems, Method (D) was used to determine a 231 grid point 
system [21 points, -0 .01 ̂  n «= 0; 30 points, -0.10 =S i; < -0 .01 ; 50 
points, -2.00 < ri < -0.10; 130 points, -15.00 =S v < -2.00] such that 
the numerical solution for an extreme combustion problem was in
dependent of further rearrangement and additional points. 

The problem of nonlinearity must also be treated with care. Each 
numerical method effectively linearizes equation (1) in some manner. 
Furthermore the interface boundary condition, which must be applied 
at the new time level n + 1, is a nonlinear function of the surface 
temperature at n + 1. This requires an iteration procedure where the 
integration of equation (1) and the application of the boundary con
dition are updated cyclically. Convergence is assumed when the dif
ference between the R used in equation (1) and the R which follows 
from the boundary condition is less than a specified tolerance (in this 
study, 10~8 using double precision computation). A crucial point 
concerning the size of the time step AT enters here. Although Methods 
(B-D) are theoretically stable for an unrestricted time step, the it

eration procedure is not. For those combustion problems where the 
surface temperature is changing rapidly with time, the time step must 
be appropriately restricted to keep the numerical solution from di
verging. No mathematical proof is offered to support this conclusion. 
However, in the present investigation, the time step was continuously 
monitored and appropriately reduced if the number of cycles required 
for convergence of the iteration exceeded five. 

Model Equation. The limiting accuracy of the numerical solution 
computed by Methods (A-D) can be estimated with an example de
noted as the model equation. An exact analytical solution is available 
([5], p. 389) since both the equation and the boundary conditions are 
linear. Using the present notation, this system can be written as 

eT + Re, - e,,, = o [T > T0, - » < „ < o ] (15) 

initial condition Q(i], T0) = 0O (TJ) (15a) 

boundary 

conditions 

|e(-<», T) = 0 

| 9 , ( 0 , T ) = H 9(0, T) + 

(15b) 

(15c) 

Taa 

where R and H are constants. 
For an example problem with an unrealistically high surface heating 

rate, the predicted numerical solution, based on the same grid mesh 
system used in the combustion problems, and the exact solution are 
indistinguishable on the scale of a usual plot. The maximum error 
occurs at the surface rj = 0, and was within 1 percent for Method (D). 
Furthermore, using Method (D), the magnitude of the error at a given 
time level decreased as the size of the step AT decreased. Method (A) 
may be equally accurate for this linear problem but the diffusion 
stability restriction on the time step is so small that the method is not 
competitive economically. For this reason, it was eliminated. For 
Methods (B) and (C), the maximum surface temperature error was 
within 2 percent, but the expected convergence as the time step was 
decreased did not always materialize. This can be traced to errors in 
the tridiagonal matrix inversion used by both Methods (B) and (C). 
Using a uniform mesh system as an example, the diagonal element 
of the matrix is given by 

1 + -
2 A T 

A^2 
(16) 

while the off-diagonal elements are 

^ ± ^ (17) 
2AT) AT;2 

For time steps at or below the diffusion stability limit and with R « 
2/A?;, diagonal dominance is assured. However, when using large time 
steps and nonlinear spacing (variable A?j), the absolute value of the 
diagonal term can change by orders of magnitude from one corner of 
the matrix to the other. This can create the same type of errors in the 
matrix inversion process as does loss of diagonal dominance. These 
errors can easily overpower the temporal truncation error in the finite 
difference equation, leading to the result that a decrease in AT does 
not produce the expected increase in accuracy. For this example, 
however, the loss in accuracy is minimal. 

On the basis of the linear model equation, it is concluded that 
Methods (B-D) yield nearly equal results with acceptable accuracy. 
The results from the linear model equation are not intended to be 
conclusive proof of accuracy for the combustion models to follow, but 
rather an estimate of the expected lower error bound. It should be 
stressed that the influence of the nonlinearity in the three combustion 
models has not been assessed in this exercise. 

Results 
Burning Rate Response to a Sudden Compression. The pur

pose of this investigation is to compute the burning rate response to 
a rapidly increasing pressure field which simulates the gun combus
tion chamber environment. A similar problem is posed in [1] for the 
behavior of a rocket engine during a sudden compression. Several 
numerical computations in [1] are based on the pressure profile de-
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scribed by 

P(T) = 1.0 + AP [1.0 - exp(-0T)] (18) 

With AP = 2.5 and /3 = 1.0, this expression approximates an experi
mental test run reported in [1]. Equation (18) is not a good repre
sentation of a typical gun pressure time-history. However, it is rele
vant to the gun problem if viewed as a large amplitude pressure wave 
suddenly passing over a propellant grain which is burning at steady 
state. Such a situation could conceivably develop during a malfunc
tion. For this reason, any results which follow from equation (18) are 
of interest to the present analysis. A set of computations showing the 
sensitivity of the Krier, et al. model to changes in the value of surface 
heat release, H, is reproduced here in Fig. 2 (see Fig. 9 in [1]). The 
Unbounded burning rate predicted for H = 0.80 is one of several cal
culations used as evidence of burning rate runaway, also called "in
trinsic instability of burning rate." A similar runaway condition was 
reported in [2] as the result of a sinusoidal pressure oscillation. 

Because of the adverse influence that burning rate runaway would 
have in a gun system, the decision was made to examine each model 
in detail to determine the cause of the unbounded result and when 
it might occur. A first step was to use Method (D) to recompute the 
Krier, et al. results for H = 0.80 shown in Fig. 2. The recomputed re
sults are shown in Fig. 3; no runaway condition is indicated and the 
burning rate returns to the same value as H = 0.75 at a nondimen-
sional time of approximately 1.2. Further computations of this case, 
however, showed that Method (D) will also predict a divergent solu
tion if the time step restriction imposed by the iteration procedure 

0.8 1.2 1.6 2.0 
NON-DIMENSIONAL TIME T 

Fig. 2 Burning rate response of Krier, et al.'s model (Original Results) 
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is removed or a sufficient number of mesh points near the propellant 
interface are eliminated. 

There is considerable interest in the relationship between a possible 
runaway condition and the intrinsic instability limit of the mathe
matical model. A linearized analysis based on small perturbation 
theory yields this limit as the neutral stability curve separating regions 
of stable and unstable response. Since a small disturbance in the 
linearly unstable regime eventually provokes an unbounded response, 
the theory implies that a solid propellant combustion model operating 
in this regime will not admit1 a uniform steady-state burning rate even 
at constant pressure. 

Hence, some additional computations were performed to determine 
the response to a uniform pressure field when the combustion model 
is at or beyond the intrinsic instability limit. Using the Krier, et al. 
model and the propellant parameters of Fig. 3, this limit is achieved 
at a value of H = 0.8333 (see [1]). The burning rate response (Method 
D) to an imposed pressure of P(T) = 1, when H = 0.8333, is shown in 
Fig. 4. This damped oscillatory response is stimulated only by the 
numerical discretization of the initial thermal wave; the pressure at 
the edge of the flame zone was identically unity. The period of the 
natural oscillation is approximately 1.45. Repeating this computation 
with H = 0.88, which forces the model well into the unstable regime, 
produces the pattern of large amplitude "spikes" shown in Fig. 5. The 
maximum amplitude of the repeating spike is approximately 77, with 
a period of 1.36. Further computations have shown that this maximum 
amplitude increases with increasing H, but the solution remains 
bounded and does not run away to infinity. 

A related question concerns the possibility that a large amplitude 
disturbance may evoke a runaway response from a linearly stable 
model. Such a problem was studied in [6], where a series of sinusoidal 
pressure oscillations with increasing amplitude were imposed on the 
Kooker and Zinn model (early version). The results of Fig. 14 in [6] 
demonstrate that a sufficient amplitude disturbance will produce 
large-amplitude repeating spikes from a linearly stable model, but 
the burning rate response remains bounded. 

1 The authors are indebted to the referee for insight on this point. 

1.00018 

Fig. 4 Response of Krier, et al.'s model to P ( T ) = 1 at intrinsic instability 
limit (H = 0.8333, n = 0.5, m = 6.0) 
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14 

Fig. 3 Burning rate response of Krier, et al.'s model (Recomputed Re
sults) 

Fig. 5 Response of Krier, et al.'s model to P ( T ) = 1 when Intrinsically 
unstable (W = 0.88, n = 0.5, m = 6.0) 
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A strong resemblance to the repeating spike burning rate phe
nomenon has been reported in the Russian literature for a related 
problem. Reference [7] considers gasless combustion of a solid pro-
pellant (or explosive) which burns by means of a single, in-depth, ir
reversible, condensed-phase reaction. The equations solved are 
identical to those used by Bradley ([8] with a = 1) in his study of ra
diant ignition of a reactive solid. Since the model does not consider 
regression of a gas/solid interface, the burning rate quoted in [7] is the 
velocity of the reaction front maximum as it moves into the unreacted 
solid. For certain combinations of heat release and activation energy, 
the velocity of the reaction front pulsates in a manner similar to the 
above results. 

To the authors' knowledge, large amplitude spikes in propellant 
burning rate have never been observed experimentally. However, this 
may not be so surprising when one considers the small time scale in
volved and the fact that static pressure in the combustion chamber 
is the usual quantity monitored. If a spike or large amplitude excur
sion did occur, its presence could be obscured by gas-phase damping 
and remain undetected by a wall pressure gage. Hence, the possibility 
exists that this type of behavior is a triggering mechanism for com
bustion instabilities. 

Also of interest is a comparison of all three combustion models 
under identical linearly-stable input conditions when driven by the 
same exponential pressure profile (equation (18)). Fig. 6 shows the 
results (Method D) of such a comparison when H = 0.8, n = 0.67, and 
the remaining parameters are those of Table 1. Qualitatively, the 
burning rate response of each model is the same. The large value of 
peak burning rate predicted by the Krier, et al. model can be traced 
to the assumption that cp = c„, which removes the damping term, R(QS 

- 1) (1 — Cp/cs), from the gradient boundary condition. Since it could 
easily be replaced in the model, this is considered a minor point in the 
present investigation. Note that all three models exhibit a consistent 
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Fig. 6 Comparison of model predictions for burning rate response to expo
nential pressure profile (AP = 2.5, /? = 1.0) 

T a b l e 1 A s s u m e d prope l lan t p a r a m e t e r s 

ps = 1.54 gm/cm3 

c, = 1.55 J/gm-K (0.37 cal/gm-K) 
ks = 0.0031 J/cm-s K (7.3 X 10"4 cal/cm-s K) 

^a = 1.28 X 10"3 cm2/s 
T„ = 298 K 
Es = 0.0628 MJ/mole (15 kcal/mole) (m = 6.2, Krier, et al.) 
cp = 1.72 J/gm-K (0.41 cal/gm-K) 
ks = 0.00156 J/cm-s K (3.72 X 10"4 cal/cm-s K) 
r0 = 0.75 cm/s 

p0 = 6.9 MPa (1000 psia } steady-state initial conditions 
Tso = 623 K 

trend which cannot be characterized by a function of d In P/dr. T o 
dramatize this point, consider the following expression for t r ans i en t 
burning rate derived recently by Krier [9] from a perturbation analysis 
of the Krier, et al. model. Using the present notation, 

R(r) = /?.,[ 1 + MP) 
n d\nP 

Rs - ] (19) 

where 

*(P) : 

(l P"/m) 

lPn/m(2+i)-2H] 
P = P(r). 

The prediction following from equation (19) is plotted in Fig. 6 for 
comparison with the full nonlinear solution of the Krier, et al. Model . 
In this example, no correlation exists between the two results in t h e 
time interval 0 -> 1.0. 

Burning Rate Response in a Simulated Gun Combust ion 
Chamber. A typical gun propellant is assumed to be represented 
by the parameters given in Table 1. Also required is a value for t h e 
surface heat release, H, associated with the global pyrolysis reaction. 
This is possibly the most difficult parameter to estimate since a single 
reaction which converts solid to gas does not exist in the actual com
bustion process. The present investigation will rely on experimental 
studies such as [10] in which estimates are made of the amount of hea t 
released in the surface zone of a double-base propellant, with a n d 
without catalysts, under steady state conditions. These results indi
cate that a value of approximately 418 J/gm (100 cal/gm) would be 
compatible with the assumed initial conditions of Table 1. T h i s 
implies a range of values for H between 0.8 and 0.9. Other investigators 
have inferred values of H from 0.5 to 0.85 for double-base propel-
lants. 

The pressure variation to be imposed at the edge of the flame zone 
in the combustion models is obtained from an experimental firing of 
the 105 mm Tank Gun. For the purpose of the numerical solution, a 
time origin (r = 0) is established at the point where the gun pressure 
is equal to 6.9 MPa (1000 psi). From this origin, approximately 1.3 
nondimensional time units (~3ms) are required to reach the peak 
pressure of 393 MPa (57,000 psi). In this study, the pressure reaches 
only about 30 MPa at the end of the time of interest. 

An example of the burning rate response to the above-mentioned 
gun pressure-time history is shown in Figs. 7 and 8 for the Levine and 
Culick Model using Method (D). All the cases are linearly stable. T h e 
results are plotted as R/Rs, where Rs is the steady state value of 
burning rate based on the instantaneous value of pressure and the 
pressure exponent, n = 0.67. Note that, at first, R/Rs falls below one, 
indicating that the thermal wave which controls burning ra te does 
not respond instantaneously to the increasing pressure. The figures 
clearly show the sensitivity as H increases. For a value of H = 0.83, 
the numerical solution indicates a maximum dynamic overshoot of 
approximately 10. To see if this behavior follows from unrealistic 
variations of the temperature distribution in the solid propellant , 
thermal profiles for three points in time (as denoted by the symbols 
in Fig. 8) are plotted in Fig. 9. The curve for T = 0 is the initial thermal 
wave at steady state which decays to 1/e of the surface value in a 
distance of a/r0 (or T\ = 1). The rise to the maximum burning ra te is 
driven primarily by the surface heat release term, RH. At the maxi
mum surface temperature of 820 K, the boundary condition is finally 
overpowered by heat conduction into the unburned solid. The burning 
rate then declines due to the combined effects of (1) rapid hea t con
duction into the solid resulting from the steep temperature grad ien t 
near the surface, and (2) the heat sink created by low tempera ture 
propellant suddenly uncovered by the large regression rate. However, 
the rate of heat release in the flame zone continues to increase with 
the increasing pressure. Thus, a new dynamic cycle begins. 

An important observation can be made from the results shown in 
Figs. 3-8. The interval of time equal to a/r0

2 (AT = 1, nondimensio-
nally) is commonly referred to as the characteristic response t ime of 
the thermal wave, i.e., the time required for a significant change in 
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Fig. 8 Relative burning rate response to gun pressure-time history 

burning rate as the result of a change in the environment. The current 
results show, however, that significant changes in burning rate can 
occur within a small fraction of this time. This is also true as the 
combustion model approaches the intrinsic instability limit, in which 
case the characteristic response time would be the period of the nat
ural oscillation. 

The three numerical methods of integration (Methods (B, C, D)) 
show a close agreement for the case in Fig. 7 except near the peak 
burning rate. In the vicinity of the peak, Method (D) predicts a larger 
value than Methods (B) and (C) which are coincident. After consid
erable study, it was determined that the difference is attributable to 
errors in the matrix inversion process used by both Methods (B) and 
(C). For these implicit solutions where the time step is much larger 
than the explicit diffusion stability limit, a loss of diagonal dominance 
can occur when the regression rate R is large (essentially, a cell 
Reynolds number problem). In a special exercise, the time step AT and 
the grid spacing A?y near the propellant interface were manipulated 
to maintain diagonal dominance as the regression rate became large; 
the numerical result for peak burning rate then matched the Method 
(D) result to within a fraction of a percent. This verifies the hypothesis 
but the required manipulation is uneconomical. For reasons beyond 
the scope of this study, Method.(D) (invariant imbedding) is not 
subject to the diagonal dominance limitation and is considered the 
superior method, in both accuracy and economy. 

Conclusions 
Burning rate runaway is a numerical difficulty and is not a solution 

to the thermal-wave combustion models. The nonlinear models admit 
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Fig. 9 Temperature profiles in unburned solid propellant for time points in
dicated in Fig. 8 

large-amplitude spikes in burning rate, but the numerical solution 
remains finite. 

When the combustion model is beyond the intrinsic instability limit 
as determined by a linear stability analysis, the final unstable state 
is composed of repeating, finite-amplitude spikes. 

For the example cases discussed here, significant changes in burning 
rate can occur within a time interval much smaller than either alra

 2 

or the period of the natural oscillation at the intrinsic instability 
limit. 

Given the major assumption of a quasi-steady flame region, all three 
combustion models predict nearly the same burning rate response, 
regardless of the differences in the analysis of the gas-phase flame 
zone. The dominant influence is the response of the thermal wave in 
the unburned solid. 

When the combustion models are driven by a gun pressure-time 
history, the combustion response at low pressure (early time) can be 
much greater than the "steady-state" prediction, r = apn, while the 
response at high pressure returns asymptotically to r = ap'K 
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Response of Building Components 
to Heating in a Fire 
(This paper deals with the response of building components suc'h as walls, doors, etc. ex
posed to the severe thermal atmospheres created by accidental fires in structures. The 
standard fire test ASTM E-119 of the American Society for Testing and Materials, which 
is used to measure this response, is considered for a theoretical analysis. Only the thermal 
aspects of the problem are examined. Through dimensional, order-of-magnitude, and 
phenomenological analyses of the governing equations of an idealized model, a variety 
of conclusions are drawn. These conclusions are consistent with various successful current 
fire protection design practices. Deviations of the idealized theoretical model from the 
practical operating conditions of the actual test are carefully noted for consideration in 
the future refinements of the analysis.! 

Introduction Model Formulation 
In the following theoretical model, only the thermal and thermo-

chemical aspects of the fire endurance of a wall are considered. To this 
effect, several idealizations are made. 

1 Passage of flames or of gases through the wall assembly is greatly 
facilitated during a test by leaks through seams, joints, cracks, etc. 
Whereas seams and joints usually arise in the process of fabrication 
of the assembly, cracks would normally develop in an uncontrollable 
way during the test. Furthermore, walls in a real structure will show 
cracks at random due to settlement and vibration. Add to this the fact 
that plumbing, electrical and ducting installations require much 
drilling and cutting. One can thus expect cracks and holes to evolve 
in a random, stochastic manner. The present model ignores this sto
chastic element. 

2 The temperature of the unexposed surface is measured by a 
number of thermocouples each of which is placed under a standard 
asbestos pad. A careful examination of the thermal properties of the 
asbestos stipulated by the ASTM standard relative to the properties 
of a typical species of wood employed in construction practice leads 
one to conclude that the asbestos pads do little more than serve as 
shields for thermal radiation and as controlled convection surfaces. 
Furthermore, estimates of heat loss rate at the back-face under actual 
test conditions show that this loss is safely negligible. The present 
theory thus uses the temperature measured under the asbestos pads 
to be synonymous with the temperature of the back-face. 

3 The ASTM standard stipulates that the test assembly be 
subjected to a superimposed load on bearing-walls during the test. 
Whereas degeneration of load-bearing ability due to exposure to fire 
is an important aspect in determining the endurance of a wall, the 
present model ignores this structural mechanics aspect of the problem. 
Also ignored are the details of bonding between laminates and their 
failure. Thus the study reported here is stressed to be but the first step 
in a comprehensive investigation which integrates the structural 
mechanics with fire dynamics. * 

4 In the present study, the walls are assumed to be solid slabs in 
which heat transfer occurs by one-dimensional conduction. 

After the specimen slab is installed in the furnace and the furnace 
temperature is allowed to rise according to a programmed standard 

The current state of the art of flammability and fire testing is largely 
empirical. In order to make reliable and economical fire safety pre
dictions and designs, there is need for theoretical analysis of the 
various fire phenomena based on both the existing and future fire 
tests. 

The overall objective of the work reported in this paper is to develop 
a better understanding of the ASTM E-119 Standard Fire Test [1] 
through theoretical analysis to identify its merits and shortcomings, 
to discover effective ways of interpreting its measurements to the level 
of safety in a fire, and thus to contribute towards fire safety prediction 
and design in structures. The analysis would also reveal how various 
physical, chemical and structural variables influence the fire endur
ance of a construction member. 

The ASTM E-119 Standard Test measures fire resistive properties 
of walls, partitions, columns, beams and girders, floors, roofs and 
ceilings, and frames and facings. The Underwriters' Laboratory [2] 
and the National Fire Protection Association [3] equivalent tests are 
designated, respectively, UL-263 and NFPA-251. The test procedure, 
scrupulously detailed in the ASTM Standards, requires incorporation 
of the test specimen assembly in its full size as a partition in a large 
furnace that resembles a compartment in a structure. One side of the 
partition is exposed to a gas fire whose temperature (averaged over 
nine thermocouples) follows a prescribed history. The test procedure 
defines the performance of the member or assembly as "the period 
of resistance to standard exposure elapsing before the first critical 
point in behavior is observed" [1]. The critical point is marked (1) by 
the passage of flames or of gases, through the member or assembly, 
hot enough to ignite cotton waste, or (2) by the transmission of heat 
through the member or assembly to raise the temperature of the 
unexposured surface to 250°F (139°C) above the initial temperature. 
Load-bearing walls and partitions are required to sustain the applied 
load during the test. An option is available to subject the member or 
assembly to withstand a hose-stream impact. 
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Tf(t) curve, heat is convected and radiated transiently to the specimen 
surface from the furnace gases and walls. A fraction of the heat flux 
received by the specimen surface is transferred into the interior of the 
solid by transient conduction while the rest is reradiated to the furnace 
environment. 

As a result of the heat flow into the solid, the temperature at the 
surface and at all stations in the interior rises gradually with time. The 
steepest thermal gradients are confined to a relatively thin thermal 
layer [4] near the exposed surface so that at depths beyond this layer, 
the solid is at its initial temperature without responding to the thermal 
perturbation imposed at the surface. As the surface temperature in
creases with time, so also does the thickness of the thermal layer. The 
problem in this first stage of the fire is determination of these 
dependencies and of the transient temperature profile. 

As heating continues, the surface temperature exceeds a certain 
level beyond which pyrolysis of the solid occurs at a measurable rate. 
A pyrolysis layer penetrating into the solid is subsequently formed. 
In this second stage, the problem is to determine the variation of the 
transient temperature profile, and hence, the surface temperature 
with time, and the propagation of the thermal and pyrolysis waves 
into the solid. Further heating causes the thermal wave to reach the 
unexposed backface of the slab. Beyond this stage, the problem be
comes one of determining the propagation rate of the pyrolysis layer 
and temporal variation of the temperature across the solid. Two im
portant variables calculated in this stage are: (1) the time at which 
the backface temperature reaches 250°F (139°C) above the initial 
temperature, and (2) the time at which the pyrolysis layer reaches the 
backface. The shorter of these two times is taken here to determine 
the fire resistance of the specimen. 

The preceding description is adequate even for walls that are 
composite in structure, i.e., having two or more slabs of different 
materials in intimate contact. The interface boundary conditions are, 
of course, additionally needed. 

Variables of Concern. The above description of the idealized 
physical model reveals that the standard fire endurance of a con
struction component depends on certain characteristics governed by 
the following three groups of variables: (1) Exposure—The time 
history of the furnace gas temperature, the furnace wall temperature 
(and the associated thermal equilibrium), the effective emissivity of 
the gas phase and the walls, the flow and ventilation in the furnace, 
scaling of the exposed surface, absorptivity of the surface, etc. (2) 
Specimen Materials)—Thermal conductivity, density, and specific 
heat of the material, internal contact resistances in composite solids, 
initial temperature, dimensions and other geometry/structure-related 
data, moisture content, pyrolysis kinetics (vapor pressure data for 
noncharring materials), effective latent heat of pyrolytic vaporization, 
conductivity, specific heat, density, latent heats and temperature of 
transformation of any heat-absorbing additives in the construction 
materials, physical and chemical properties of the glues used, if any, 
specific heat and molecular weight of the pyrolysates, kinetics and 
energetics of secondary char-catalyzed transformations experienced 

by the pyrolysate flow, etc. (3) Boundaries—Convective and radiative 
loss characteristics of the backface; the temperature of air adjacent 
to the backface, thermal, physical, and chemical properties of pro
tective coatings, if any, etc. 

Mathematical Model. We deal with charring materials com
prising the construction wall. The geometry chosen is that of a slab. 
Thermal properties are considered variant with density in a prescribed 
manner. The char formed in pyrolysis is assumed to be structurally 
strong enough to avoid crumbling and erosion. The ventilation in the 
furnace is assumed to be low enough to preclude ablative consumption 
of the surface char. In the presence of the pyrolysate flow, the surface 
char is assumed to be nonglowing in the time zone of interest. Sec
ondary, char-catalyzed, chemical transformations in the pyrolysate 
flow are neglected so as to render the problem tractable. 

In formulating the model, the time-variant radiant/convective 
heating of the surface by the time-variant furnace gas and wall tem
perature is the most important consideration. While some ingenuity 
is needed to solve the problem with the transient boundary conditions, 
experience [5] indicates that the macroscopic charring rate is relatively 
insensitive to the specific time-wise distribution of the exposure so 
long as it is not in the form of intermittently spaced narrow spikes. 
The energy conservation in the slab is then described by the following 
equation. 

d b bT b bp 
- (PuK + PcK) = — K — + — (mg"he) + QP^~ 
t ox ox bx bt 

(1) 

where t is time, x is depth beneath the exposed surface, p is density, 
h is enthalpy, K is the porous solid conductivity, T is temperature, 
rhg" is the pyrolysis gas mass flux, and Qp is the energy required to 
produce a unit mass of the pyrolysates. Suppose wood of density pw 

when pyrolyzed produces per unit volume (pm — pc) kg of pyrolysates 
and pc kg of residual char. At any instant of partial decomposition 
when the wood density is p(t), the pyrolysates yet to be released 
amount to (p(t) — pc) kg/m3 of wood. Then, the degree of complete
ness of pyrolysis is given by 

X = l -
P(t) • 

[Pw 
(2) 

When X = 0, the pyrolysis has not occurred. When X is unity, the py
rolysis is complete. If wood is viewed to consist of reactive material 
of density pa, which transforms in pyrolysis into gases and char, it is 
obvious that, initially, all the wood is reactive, so that pa = pm and 
that, finally, no part of the char is reactive, so that pa = 0. Thus, the 
degree of pyrolysis may be defined in an alternative way, viz: 

X s l - - (3) 

The above two definitions of X lead to a relationship between the 
hypothetical active component density and the instantaneous density 
of partially pyrolyzed wood: 

a, b, = indices 
ap = pyrolysis preexponential factor 
B' = mass transfer driving force 
Bi* = Biot number 
Cp = specific heat, J/kgK 
Da, Da', Da, Da' = Damkohler numbers 
E = pyrolysis activation energy, J/mole 
g = gravitational constant, m/s2 

h = enthalpy, J/kg 
h* = heat transfer coefficient, W/m2K 
K - thermal conductivity, W/mK 
£ = wall thickness, m 
Lp = heat of gasification, J/kg 
m" = mass flux, kg/m2s 
n = index 
Pe = Peclet number 
Pr = Prandtl number 

q" = heat flux, W/m2 

Qp = enthalpy of pyrolysis, J/kg 
R = universal gas constant, J/mole K 
t = time, s 
T = temperature, K 
u = velocity, m/s 
x = depth, m 
a = thermal diffusivity, m2/s 
t = emissivity 
X = degree of completeness of pyrolysis 
p. = nondimensional mass flux 
v = kinematic viscosity, m2/s 
p = density, kg/m3 

a = Stefan-Boltzmann constant, W/m2K4 

£ = nondimensional depth 
8 = nondimensional temperature 
T = nondimensional time 

Subscripts 
1 = front layer of solid 
2 = substrate solid 
av = average 
oo = ambient 
a = active 
6 = backface 
c = char 
/ = flame 
g = gas 
i = initial, and interfacial 
n = net 
r = resistance 
R = residue 
s = exposed surface 
w = wood 
p = pyrolysis 
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p{t) - p c Pa_ 

Pw 
(4) 

Pw - P, 

This relation is entirely consistent with the existing conceptions [6, 
7] of the macroprocess of wood pyrolysis. The total instantaneous 
density of partially decomposed wood p(t) = pa(t) + pn(t). Initially, 
p = Pa = pWl and the residual density pR = 0. As the active component 
disappears, gases and char appear. The rates are related by 

dp dpa dpn 
= = (5) 

Pw — Pc Pw Pc 

The reaction rate in equation (1) is assumed to be given by a first-
order Arrhenius rate equation: 

— = - apPa exp[-E/RT(t)] 
at 

which, by equation (4), becomes 

dp 

dt 
P - Pc 

-• Pu exp[-E/RT(t)] 

(6) 

(7) 
[Pw — Pc 

The enthalpies in equation (1) are defined by taking the initial tem
perature T„ as reference. 

ha C CpadT; hcs CJ CpcdT; hg = C CPgdT 
*) Tn *J Tm AS Ta> 

The significance of equation (1) is simple. The left-hand term is the 
rate of increase of the total sensible enthalpy of an element in the 
solid. The right-hand terms are the excess conductive flux into the 
control element, the rate of convective heat transfer resulting from 
the outflow of the pyrolyzates, and the local energy sink caused by 
pyrolysis, respectively. K is the effective thermal conductivity of the 
porous solid matrix whose pores are filled with the pyrolyzates. The 
internal convection term is always negative, since the outflow of gases 
convects heat always opposing the inward conduction. A thorough 
thermal contact between the porous matrix and the flowing pyroly
zates is assumed. 

The mass flux varies with depth depending on the rate of the local 
gas generation. Thus, continuity of mass is expressed by 

dm" dp 

dx dt 
(9) 

or, on integration, 

m"(x, t) •• I 
: dp(x, t) 

dt 
dx 

Accumulation of gases to build up local pressure internally is ig
nored. 

The heat of gasification is an illusive property. Kung [7] developed 
the reasons underlying this illusion by relating the heat of gasification 
with the heat of pyrolysis. By performing product differentiation of 
the terms in equation (1), substituting equations (5), (8), and (9) and 
rearranging, the following alternative for equation (1) is obtained. 

„ dT £> dT „ dT dp 
pCP — = — K — + m"CPg — + L P — 

dt dx dx dx dt 
where 

pCp = PaCpa + PRCPR 

LP = Qp + hg + 
hcPc haPu, 

(10) 

(ID 

The temperature dependence of the heat of gasification Lp is evident 
from this last result. 

Equations (7), (9), and (10) are three equations for the three un
knowns of the problem p(x, t), rhg"(x, t) and T(x, t). Appropriate 
boundary and initial conditions are needed to solve this set. For time 
less than zero, T(x, 0), = T„, p(x, 0) = pw and mg"(x, 0) = 0. At the 
exposed surface x = 0, the net heat flux qn" is given by the sum of 
incident radiative and convective fluxes from the furnace, which at
tempts to simulate the exposure fire, less the reradiative flux from 
the surface to the furnace. The radiation terms may be linearized for 

a first approximation so that the net radiant flux is written as hr(Tf 
— T„), with the radiative heat transfer coefficient hr equal to <reT3 

where, a is Stefan-Boltzmann constant, e is emissivity lying between 
the surface and furnace flame emissivities and T is a similarly rep
resentative temperature. Thus the surface boundary condition may 
be stated in a simple form 

dT\ 

dx I i=o 
(12) 

where h* = hr + hc, hc being the convective heat transfer coefficient. 
In [9], the convective heat transfer rate for the standard ASTM fur
nace is estimated to be about 4 kW/m2. The surface temperature Ts 

varies with time as dictated by the balance (equation (12)) between 
the solid phase conduction and gas phase radiation/convection. 

The furnace temperature Tf is, as mentioned, a prescribed function 
of time. The ASTM standard presents a programmed T/(£). By per
forming an energy balance on the compartment, Kawagoe and Sekine 
[8] theoretically obtained the time-variation of the flame temperature 
which closely approximates the empirical furnace temperature-time 
history of the ASTM standard. A variety of mathematical represen
tations of the Tf(t) are available in the literature [9-11] each with its 
merits and shortcomings. The simplest of these representations is 
given by the ISO formula [11], 

Tf-T„ = 345 logio (1 + 8i) (13) 

in which the temperature T is in centigrade and time t is in seconds. 
This exposure temperature history has the character of a never-dying 
fire to which fuel is fed by an external control. The temperature rises 
rapidly first and then slowly. That the fuel in a real situation is finite 
and depletable is completely unacknowledged by the ASTM/ISO 
temperature-time history. In order to correct this deficiency, from 
the knowledge of compartment fires which start small, grow, reach 
a maximum, burn more or less steadily for a finite duration, and then 
decay due to fuel depletion, one can presume that the room temper
ature varies with time according to 

(Tf - T„)/7>m a x = (t / tm a x) exp([l - (t/imax)2]/2) (14) 

where Tymax is the maximum temperature attained in the compart
ment and £max is the time at which this maximum is first attained. 
These two adjustable parameters depend upon such variables as the 
room geometry, ventilation, fuel content and distribution. 

The backface of the exposed slab loses heat by natural convection 
as its temperature progressively rises. In [9], some estimations are 
presented to show that if the backface temperature rise above the 
ambient temperature (Tj — T„) is not substantially large, the back-
face loss may be safely ignored. Thus, the second boundary condition 

dT\ 

ox \x=e 
0 (15) 

Furthermore, if composite walls are involved, continuity of temper
ature at each of the interfaces has to be stipulated by the following 
two equations: 

K dT\ -K ~ \ A i — -K2—\ 
OX I 1 dx\2 

Tr = T2 

(16a) 

(166) 

Considerations may also be extended to examine the influence of an 
air space in the wall such as that produced by the presence of 
studs. 

Kung [7] has solved equations (7), (9), (10) numerically for a pre
scribed constant exposure heat flux at x = 0. Bamford, et al. [12] 
solved them for the constant Tf condition. 

D i m e n s i o n a l and O r d e r - o f - M a g n i t u d e Ana lyses 
Consider the equations developed in the preceding section. If one 

ignores the internal convection and pyrolysis endothermicity in 
equation (10), 
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P C P ^ ^ K ^ 
dt dx dx 

(17a) 2xlCF 

By defining nondimensional time r = Kt/pCp£2, depth f = x/£, and 
temperature 8 =(T - T*,)/(Tf - T„) (assuming that T/ is constant), 
the above equation reduces to 

d8_ 

dr 

a ^ 
af2 (176) 

The boundary conditions equation (12) and (15) reduce to the fol
lowing (with Bi* = h*£/K). 

0 
d0| , ,-, dfll 
— = - B i * 1 -0 (0 , T ; — 

The solution of the problem is thus expected to be of the form 

•-(18) 

' = 0({, r, Bi*) (19) 

To attain a given temperature rise at a given depth under a given 
boundary condition Biot number, the time required is given by T = 
constant. This simple argument leads to the conclusion that the fire 
resistance of a slab is given by 

Ktr 

PCP£2 • constant (20) 

That is, thicker solids with high volumetric heat capacity and low 
thermal conductivity offer longer endurance times. 

In a thermally thin wall, the solution will take the form 8 = 0(£, T') 
where T' = r-Bi*. The fire resistance is then given by T' = constant. 
That is, 

h*t 
(21) 

PCP£ 
constant 

The conductivity disappears from the solution because the internal 
thermal gradients vanish. Note that while in the former case, tr <* £2, 
in the latter case, tr <* £. Complete solutions are expected to indicate 
tr a £n, where 1 < n < 2. 

In order to test the implications of equations (20) and (21), the 
available data [4,12,14,15] on charring time of wood slabs of different 
species and thicknesses are plotted in Fig. 1. No account is taken in 
this plot for the variation of thermal properties between different 
wood species. Nor is the heat transfer coefficient ascribed with the 
specific values pertaining to individual experiments. Thus, all that 
this figure shows is the dependence of tr on £. According to equations 
(20) and (21), tr <* £2 in the conduction-controlled regime and tr °= 
£ in the exposure-controlled regime. The straight lines in the figure 
indicate these two proportionalities. It appears that within the range 
of the presented data, the internal conduction is irrelevant and the 
resistance time is governed by the exposure conditions. 

Comparatively more complete dimensional analyses may be made 
by making some simplifying assumptions regarding the pyrolysis 
kinetics. Suppose that all pyrolysis occurs abruptly at a distinct 
temperature, Tp. This supposition removes the need to consider the 
complicated chemical rate equation given by equation (7) and con
ceptually gives rise to a surface within the slab where all the wood is 
suddently transformed to char with an energy absorption. This sur
face, x = £\, which is at Tp, moves inward at some velocity which gives 
the charring rate. Ahead of the moving pyrolysis front is the virgin 
wood and behind it is char through which the pyrolyzates flow with 
mg"(t) independent of depth (due to equation (9)). Assume that the 
char remains intact. Denoting the char domain by 1 and virgin zone 
by 2, the energy equation and boundary conditions become the fol
lowing: 

d2T dT dT 
Ki —— - ine"CPg — = piCpi — (char) 

dx* dx dt 

d2T dT 
Ki—-=P2CP2— (wood) 

dx* dt 

At the exposed surface, (subscript s), 

- K i 
dTl 

dx I 
: hsHTf ~ Ts) 

(22) 

(23) 

(24) 
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Fig. 1 Charring times of wood slabs of different thicknesses 

At the interface i located at x = £\ 

„ dTl v dTl d£l . „ 

dx\i- dx\i+ at 

T=TP 

At the backface, (subscript b), 

dT\ 
- i f 2 — = hb(Tb-T„) 

dx \b 

Initially, 

0<x<£, T=T„, £i = 0 

We further assume that 

rhg" = atb 

Then, by defining 

^ = xle, T = K2t/P2Cp2«
2, 8 = (T - T„)/(Tf - T„) 

we obtain the following dimensionless equations: 

^ f i _ b
dl = a2d0_ 

d£2 d£ a i dr 

d20_ d0 

d£2 ~ dr 

dd\ 
— = Bi*„( l -0 9 ) 
d£ls 

d_0| _K2d8_\ 

d£U- K1dt\i+ 
Da'T6 

dfll r, „ 
— \ = Bib0p 
d£H 

(25) 

(26) 

(27) 

(28) 

(29) 

(30) 

(22a) 

(23a) 

(24a) 

(25a) 

(26a) 

(27a) 

(29a) 
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Initially, 

0 < $ < 1, 0 = 0, (28a) 

The problem thus involves the following nondimensional variables: 
Independent: 

« 2 / « i ; 

Bis* = (hs*e/Ki); 

= («2 t /^2) ; 

Kz/Kr, 

Bi6 = (hb£/K2); 

Da's 

eP = (T p --T „)/(7> - T„); 

Pe = (aCPe£/K1)(e
i/a2)

b; 

Ip a£ le2\b 

T, -T~ Ki' \a2j 
= 

i P 1 
Cfs(T/ - T_)J 

•Pe = Da-Pe 

= (Ts - T„)/(7y - T„); 

M = (me"/a)(a2/£
2)b 

Dependent: 

e = (T-T«,)/(Tf-Ta); 0S; 

#b - (Tb — T<n)/(Tf — T„); n - \m,g 

The solution for the fire endurance time of the slab will assume the 
form 

f(rr, Pe, a2/alt K2/Kh Bis*, Bib8b, 6P, Da) = 0 (31) 

This eight-parameter problem is immensely complex, in spite of the 
assumptions made regarding the pyrolysis kinetics and mass flux 
dependency on time. The manner in which the 17 different variables 
combine to fewer (i.e., eight) variables, however, is of crucial interest. 
Further simplifications are necessary to reduce the parameters even 
more. For instance, if the backface heat losses are ignorable, the 
backface Biot number vanishes. If the char and virgin solid properties 
are not significantly different, the ratios of thermal diffusivities and 
of conductivities become equal to unity. Thus, 

f(rr, Pe, Bis*, dp, Da) = 0 (32) 

In the case just described, Tf is fixed to convect heat to the specimen; 
the exposed surface temperature, T„ increases with time, and hence, 
the net flux received, hs*(Tf-Ts), decreases with time. Suppose the 
heat flux, qs", is a prescribed constant so that (Tf -T,)is kept fixed 
by increasing Tf with time as required by the surface temperature. 
Then the normalizing temperature is qs"£/K2 so that 8 = (T - T„)-
K2/qs"£. Despite this change, equations (22a), (23a), and (26a-29a) 
remain unaltered. Equations (24a) and (25a) alter to 

d0| 

dfll d0| 
= Da 

where 
dfl;- d£u+ 

tt& = LpK2lqa"CPge, D a ' ^ D a - P e 

(24b) 

(25b) 

The net effect of this boundary condition is to reduce the need for the 
exposed surface Biot number and to use in its place the ratio of 
thermal conductivities. Thus, the eight-parameter problem corre
sponding to equation (31) takes the form 

f(rr, Pe, a2/ah K2/Klt Da, 8P, Bib8b) = 0 (33) 

We consider the first term containing the endurance time as the de
pendent variable and the other six as independent variables. The 
second, third, and fourth terms are related to transport properties and 
may be combined in an as yet unknown manner. Energy conservation 
and physical intuition suggest that the remaining energy sink terms 
can, in principle, be combined by summation. 

K2LP , K2(TP - T„) 

CPg£ '- + + hb(Tb-Ta) 
' B' 

(34) 

The bracketed quantity is an estimate of energy demand for pyrolysis, 
for preheating of the solid to pyrolysis temperature, and for backface 

heat losses; qs " is the supply to meet this demand. The ratio of sup
ply-to-demand fluxes may be denoted by B', which is a mass transfer 
driving force [13], a high value of which indicates a shorter endurance 
time. Even though the total problem is nonlinear because of the in
herent transience, the admittedly crude argument presented above 
with linear summation provides an intuitively consistent, practical, 
and useful index B' to characterize the fire resistance of walls. 

Phenomenological Analyses 
With mere algebraic arguments the gross effects of various variables 

on the fire endurance time can be deduced by conducting simple 
overall energy and mass balances on the slab exposed to heating. 

For instance, suppose a heat flux qs" is incident on the specimen 
surface. To completely char the slab of thickness £, this incident en
ergy in time tr has to be equal to the sum of four different quantities: 
the sensible heat required to raise the original solid to pyrolysis 
temperature; the latent heat required to pyrolyze the solid; the sen
sible heat consumed to raise char from the pyrolysis temperature to 
the final higher temperature, and the heat loss through the backface. 
Considering a unit cross section throughout, 

Qs"tr ~ P2CP2(TP - T„)£ + (p2 - P1)£LP 

+ PiCPl(Tc - Tp)£ + hb(Tb - T„)tr 

Heat 

Input 
~ virgin solid + pyrolysis + char heating 

+ backface heatloss 

The backface temperature, Tb, in the loss term is taken to be some
where between T„ and Tc. Resolving for the resistance time tr, 

„ e\PiCp2(Tp - T- ) -r (P2 - Pl)L„ + PiCP1(Tc - Tp)} _ 

[qs"-hb(Tb~T„)} 

The data of Fig. 1 again confirm this linear dependency of tr on £. 
Mass balance constrains the outflow of pyrolyzates in time tr to cor
respond to the total mass loss suffered by the sample. That is, (p2 — 
P\)£ « me"tr, so that 

rhg" « (p2 - Pi)£/tr (36) 

Note the similar features shared by equations (34) and (35) and, 
hence, how dimensional analysis and phenomenological analysis go 
hand in hand in developing a better understanding of the problem. 
It is obvious from equation (35) that the fire endurance time may be 
enhanced by increasing the value of the numerator and decreasing 
the value of the denominator—either by decreasing the exposure flux 
or by increasing the backface heat losses. Liquid-filled metal wall 
components essentially provide an increased backface heat loss, 
whereas external "protection" with insulating coatings essentially 
provides a decrease in the exposure flux itself. Equation (35) could 
be more rigorously obtained by conducting an order-of-magnitude 
analysis on equations (1), (7), (9), and (12). 

Equations (1), (7), and (9), for instance, indicate that the resistance 
time tr is of the order 

tr' 
£[pCPAT + ApCpgAT + LpAp] 

KAT/£ 
(37) 

where AT is the characteristic internal temperature differential, Ap 
is the characteristic internal density differential and Cpg is the py-
rolyzate specific heat. Note immediately from equation (37) that the 
resistance time is longer for materials of higher density, p, higher 
specific heat, Cp, higher virgin-to-char density differential, Ap, higher 
pyrolysis temperature, higher endothermicity, lower conductivity, 
and larger thickness. It is intriguing to note that a higher convective 
capacity of the pyrolyzate flow increases the resistance time not only 
directly by the energy dissipation mechanism evident in equations 
(1) and (37), but also indirectly by "blocking" the surface flux caused 
by transpiration. This can be seen by eliminating K from equation 
(37) through an order-of-magnitude analysis on equation (12). The 
result is 
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£{PCP AT + APCPeAT + LpAp + ApCPsATfs) 
tr ~ loo J 

h*ATfs 

where ATfs is the characteristic temperature difference between the 
furnace and the specimen surface. Whereas the first Cpg term of 
equation (38) appears directly from equation (37), the second Cpg 

term appears as a result of the boundary condition, equation (12). It 
is important to further note that the resistance time tr is given by 
equation (37) in the conductive control regime and by equation (38) 
in the exposure heat flux control regime. In the former case, tr<^£2 

whereas in the latter, tr •* £. Pig. 1 indicates that the latter of these two 
alternative control mechanisms best describes the available data. 

Note that addition of stabilizers and retardants to the solid in
creases the numerator of equation (38) (through an increase in AT, 
Ap> Cpg, and Lp). The effect of retardants on the denominator (i.e., 
on ATfs and h*) is minor. Flame inhibitors, on the other hand, increase 
resistance time, tr, by dominantly decreasing the denominator of 
equation (38) through a drastic decrease in ATfs, and by affecting the 
numerator only weakly. 

Also note that reductions in the characteristic scale, furnace and 
specimen emissivities, and the view factor cause an increase in tr, but 
tr may also be increased by reducing the temperature characteristic 
differential AT/S. This is an obvious inference, for if in the limiting 
case there were no fire in the room, AT/S is zero so that the resistance 
time tr is infinite. 

The preceding deductions result from a rather crude magnitude 
analysis to give the trends but not precise numerical answers. Despite 
the crudeness in analysis, however, the above treatment captures 
much of what has been reported in the literature. 

C o n c l u d i n g R e m a r k s 
It is clear from these discussions that valuable information could 

be developed by an application of the sciences of heat transfer and 
combustion to such pragmatic problems as fire resistance of building 
components. The ASTM E-119 test is described here physically, this 
description is expressed in mathematics, and the mathematical model 
is qualitatively examined. The qualitative deductions of this paper 
are in excellent accord with the intuitive rationale employed in the 
existing design practice. 
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Heat Transfer from Aluminum to 
He II-Application to 
Superconductive Magnetic Energy 
Storage 
Heat transfer problems associated with large scale Superconductive Magnetic Energy 
Storage (SMES) are unique due to the proposed size of a unit. The Wisconsin design con
sists of a cryogenically stable magnet cooled with He II at 1.8 K. The special properties 
of He II (T <2.17 K) prouide an excellent heat transfer medium for magnet stability. De
sign ualues are determined from an experimental study of heat transfer from aluminum 
to He II. Under near saturated conditions we obserue a maximum surface heat flux of 1.7 
W/cm 2 at 1.91 K and a recouery at 0.7 W/cm 2 The advantages of operating the magnet 
under subcooled conditions are exemplified by improved heat transfer. The maximum 
at 1.89 K and 1.3 atm pressure is 2.3 W/cm 2 with recovery enhanced to 1.9 W/cm 2. A con
servative maximum heat flux of 0.5 W /cm 2 with an associated temperature difference of 
0.5 K has been chosen for design. Elements of the experimental study as well as the design 
will be discussed. 

Introduction 

Large scale superconductive magnetic energy storage is being 
considered as an alternate storage scheme for the electric utilities. 
Serious feasibility studies under way at the University of Wisconsin 
and at Los Alamos Scientific Laboratory, have shown that a super
conducting magnetic system can provide a highly efficient method 
of electrical storage provided the size of the unit exceeds about 1000 
MWh [1]. 

The configuration of a unit is shown in Fig. 1. Economic analysis 
dictates that the m&gnet, which is a thin shelled segmented solenoid, 
be buried in subterranean bedrock. The rock structure provides a large 
fraction of the magnet support for the rather low cost of excavation. 
Load hearing struts made of fiber reinforced composites provide 
thermal isolation of the cryogenic environment. System optimization 
has suggested that the magnet consist of a composite aluminum sta
bilized NbTi conductor cooled by 1.8 K He II, also known as super
fluid helium. 

The choice of He II, instead of normal pool boiling helium at 4.2 K, 
results from a comparison between the cost of NbTi and refrigeration 
for the unit. Since the current density of NbTi at 1.8 K and 5 T is 
roughly twice that at 4.2 K and 5 T, the savings in material costs more 
than compensate for the added refrigeration required for lower 
temperature operation. 

Figure 2 displays a cross section schematic of the conductor design. 
There are four major components to the design: cruciform, stabilizer, 
Superconductor and shell [2]. A structural cruciform, made of high 
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strength aluminum, is needed to carry the hoop-stress due to magnetic 
loading. Eight high purity aluminum wedges are designed to carry the 
current under fault conditions where the superconductor loses its 
current carrying capacity. The superconductor, which is a braid of 
NbTi in a copper matrix, is located between the high purity aluminum 
and the high strength aluminum shell. The thin high strength alu
minum shell forms the conductor exterior. Complete containment 
is necessary since magnetic loading fully yields the high purity alu
minum. The current capability of an 8 cm diameter conductor is about 
286 KA at 2.5 T. 

A significant portion of the energy storage magnet design consid
erations has to do with the thermal design of the aluminum stabilized 
composite conductor. Under fault conditions, the current migrates 
to the high purity aluminum generating heat due to resistive losses. 
For a given resistivity of the high purity aluminum, the wedge is sized 

BEDROCK 
" " 

ACCESS 

DEWARS CONTAINING 
THE SUPERCON
DUCTING WINDINGS 

CONVERTER 
GUARD MAGNET 

~---------R,------~ 

ROCK TUNNELS 

IH-------- R, .. I 

Fig. 1 Conceptual design of a 1000 MWh superconductive energy storage 
magnet. Typical dimensions: R1 = 68 m, R2 = 75 m, H1 = H2 = 7.5 m 
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Fig. 2 Cross-sectional schematic of aluminum stabilized conductor 

by establishing the limitations in heat transfer to the helium. These 
limits can be determined from basic heat transfer research. 

In the following paper we report results from an experiment de
signed to measure heat transfer from aluminum to He II. The range 
of temperatures investigated is from 1.5 K to 2.1 K with pressures 
from saturated vapor pressure, about 0.02 atm, to the critical pressure, 
2.3 atm. The data shows clear advantages for subcooling and operation 
at as low a temperature as possible taking into account refrigeration 
power requirements. 

Experiment 
A schematic of the experimental apparatus is shown in Fig. 3. The 

heat transfer samples studied to date are machined from high purity 
aluminum. The area of contact between the aluminum and helium 
is 1.48 cm2. Results from measurements on sample No. 1, 99.99 per
cent purity and residual resistance ratio (fl4.2K/-R300K) of 500, were 
reported previously [3]. Sample No. 2, machined from 99.999 percent 
aluminum with a resistance ratio of approximately 1500, has been 
used in most of the work which is reported here. The samples are at
tached to the end of a thin walled, 0.02 cm, stainless steel tube, 21 cm 
long and 1.37 cm ID. 

The heat transfer measurement consists of applying heat at the 
lower end of the sample and measuring the temperature difference 
across the Al-He II boundary, AT. The value of AT is determined by 
extrapolation of the temperatures measured in the aluminum and 
helium to the interface. Heat is applied by joule heating a 335 Q strain 
gage epoxied to the lower end of the sample. Axial heat flow is guar
anteed by surrounding the assembly by a vacuum container. Tem
peratures are measured with matched % watt Ohmite carbon resistors, 
nominal resistance 75 S2. Uncertainty in the surface temperature 
difference is ±3 mK. 

A pressure container surrounding the vacuum can is filled through 
a needle valve connected to the helium bath. Pressure is applied 
through a capillary tube joined to an external gas handling system. 
Regulation of the pressure in the subcooled work is achieved manually 
to a precision of ±0.04 atm. Further details of the experimental ap
paratus have been reported elsewhere [3-5]. 

Results and Discussion 
We summarize the heat transfer characteristics of the experimental 

setup in Fig. 4. Two heat transfer and boiling curves are shown. The 
data at saturated vapor pressure and 1.91 K is for sample No. 1. All 
subcooled data, including the plotted results at 1.89 K and 1.27 atm, 
are associated with sample No. 2. The general features of these data 
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-HEAT 
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ALUMINUM 
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^ S T R I P HEATER 

Fig. 3 Schematic of heat transfer experimental apparatus 

AT(K) 

Fig. 4 Heat transfer and boiling curves near 1.9 K and for two pressures 

are similar. On increasing the applied heat flux, the temperature of 
the sample increases continuously to a maximum occurring around 
2 W/cm2 but dependent upon applied pressure and temperature. This 
region of the heat transfer curve is dominated by the Kapitza resis
tance. 

Above the peak heat flux surface boiling occurs and the temperature 
of the sample increases by an order of magnitude. For the saturated 
case, the boiling is accompanied by low frequency oscillations, of the 
order of several Hertz. The noise frequency is much higher for the 
pressurized system and appears to increase with applied pressure. Also 
accompanying the boiling in the pressurized system are rather mac
roscopic regions of He I. This effect is first observed as a temperature 
excursion above the X-transition of the resistor nearest the helium-
aluminum interface. Similar effects have been seen by Caspi, et al. 
[6], although their experiment is of different geometry to the present 
work. 

.Nomenclature-

A = Gorter-Mellink mutual friction con
stant 

C = coefficient of the generalized Kapitza 
conductance 

h = generalized Kapitza conductance 
L = length of tube 

m = a constant 
P = pressure 
Q - heat flux 
Q* = peak heat flux 
R = electrical resistance 
S = entropy 

T = absolute temperature 
T;, = bath temperature 
T0 = transition temperature 
Ts = surface temperature 
pn = normal fluid density 
ps = superfluid density 
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On reducing the applied heat flux below the peak it is found that 
the sample does not immediately recover to the Kapitza regime. In
stead, the heat transfer curves have a considerable hysteresis. The 
amount of hysteresis appears to be strongly dependent on the applied 
pressure. This subject will be discussed in more detail in what follows. 
The features of these heat transfer results which will be emphasized 
in the discussion are the critical heat fluxes arid the Kapitza con
ductance. 

Critical Heat Fluxes. The peak heat flux in the heat transfer to 
He II is determined by the size of the temperature difference which 
can be sustained by the bulk He II [7, 8]. The temperature gradient 
develops as a result of the mutual friction between two components 
of the fluid, superfluid and normal fluid. For the special case when 
the channel dimensions are relatively large (dia > 1 mm), the tem
perature gradient has a well established form, 

P-Psvp(KPa) 

VT = 
APn 

S \ps STi 
(1) 

where m is a constant with value approximately 3 and A is the 
Gorter-Mellink mutual function constant. The quantity x has been 
shown to be a significant function of temperature [9]. 

The above expression can at least in principle be used to explain 
the peak heat fluxes in a heat transfer experiment. The helium near 
the surface of the heater is subcooled below saturated vapor pressure 
by either the hydrostatic head or the applied pressure. Thus, the peak 
heat flux is defined by the amount of heat needed to raise the helium 
at the surface to the transition temperature, To. For axial heat flow, 
integration of equation (1) results in an expression for the peak heat 
flux, 

•To S 
j — (p.ST)-' dT 

JTb Apn 

(2) 

where Tt, is the saturation temperature of the bath and L is the length 
of the tube. 

We can increase the peak heat flux to a maximum by subcooling 
to pressures above the X-point, P > 0.05 atm, thus allowing the inte
gral in equation (2) to be taken to its maximum temperature of 2.17 
K. This effect distinguishes the two heat transfer curves in Fig. 4. The 
peak heat flux in the near saturation case is due to the hydrostatic 
head which provides a small subcooling. At 1.91 K, the peak is about 
1.7 W/cm2 for a hydrostatic head of 36 cm, which allows a maximum 
temperature difference in the helium of about 0.06 K. In the subcooled 
work, the temperature difference can be much larger, about 0.28 K 
at 1.89 K and 1.27 atm, which qualitatively explains the increase in 
the peak to 2.3 W/cm2. 

Figure 5 is a plot of the peak heat flux as a function of bath pressure. 
At constant bath temperature, an increase of the applied pressure 
above saturation raises the peak heat flux to a maximum occurring 
near the X-point. Further increasing the pressure tends to reduce the 
peak as seen in the high pressure data (P S 1 atm). A similar pressure 
dependence in the peak heat flux has been seen by Linnet and Fred-
erking [8]. This effect is understandable in terms of the reduced ef
fective thermal conductivity of the He II, which results from pres-
surization [5, 10]. 

Integrating equation (2) for different pressures predicts a mono-
tonically decreasing peak heat flux. This analysis for 1.89 K is shown 
by the solid curve in Fig. 5. The agreement is very close indicating that 
the pressure dependence, like the temperature dependence, of the 
peak heat flux in He II can be understood in terms of the fluid con
ductivity. Therefore, from the standpoint of the peak heat flux, there 
exists a broad maximum in the heat transfer capability occurring in 
the range 0.1 to 1 atm. 

The recovery heat flux appears to be affected more strongly by 
pressure. The value near saturation and 1.91 K is about 0.7 W/cm2. 
Subcooling increases the recovery monotonically with pressure. Near 
the critical pressure (P ~2.3 atm) the two critical heat fluxes converge 
at a value of about 2 W/cm2. This effect appears to result from the 
enhanced film boiling heat transfer that occurs with subcooling. Re
covery may be controlled by a minimum temperature difference in 
the film boiling required [5]. 
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Kapitza Conductance. The region of the heat transfer curve 
which is less than the critical heat flux can be considered the Kapitza 
regime. Unlike nucleate boiling heat transfer, no bubbles form in bulk 
He II. Rather there is an exchange of energy across the boundary via 
thermal wave (phonon) scattering [11]. The thermal resistance is re
lated to the mismatch between the two bulk media as well as surface 
conditions. Using an analytic expansion of the radiative energy 
transfer, we can develop an empirical relationship for the heat transfer 
in this region. We define the Kapitza conductance for finite AT as h 
= Q/AT, where Q is the surface heat flux. The form of the generalized 
Kapitza conductance can be written [12], 

h = CTS f(bTIT) AT (3) 

where / = 1 + % AT/T + (AT/T)2 + V4 (AT/T)3 and C is an empirical 
factor which can vary by a factor of five depending on material [13, 
14]. The strength of the above analysis is in its ability to predict the 
temperature dependence of h. However, the theoretical magnitude 
is far from correct and we must rely on experimental determined 
values for the coefficient, C. We have reported the value of C for 
sample No. 1 to be 0.108 ± 0.005 W/cm2K4 [3]. Plotted in Fig. 6 are 
the experimental values for sample No. 2 at 1.89 K and three pressures 
versus surface temperature Ts. The empirical form of equation (3) 
is similar to that of sample No. 1, allowing an adequate estimate to 
be deduced from the data. Over the full range of surface temperatures, 
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C has a value of 0.090 ± 0.005 W/cm2K4. These values of Kapitza 
conductance are somewhat higher than previously reported mea
surements on aluminum by Mittag [15] and Denner [16]. 

One of the goals of the subcooled work was to determine whether 
the Kapitza conductance has a pressure dependence in the high heat 
flux regime. It can be seen in Fig. 6 that no significant pressure effect 
exists within the uncertainty of these results. This observation is 
consistent with earlier work on copper [17] for small temperature 
differences but conflicts with Madsen and McFadden [18] who showed 
a substantial change in Kapitza conductance with pressure at large 
temperature differences. The small variations in these results (about 
2 percent in C) appear to be the consequence of cycling the sample 
to room temperature, thereby allowing a certain amount of surface 
contamination to occur. 

Application to Magnet Design 
There are two primary areas where heat transfer data is of critical 

importance to design of large scale superconductive magnetic energy 
storage. These subjects deal with the stability of the conductor and 
design of heat exchangers for a pressurized system. 

The correct approach to the problem of cryogenic stability of 
magnets has yet to be established. A common method, although 
perhaps not the best, is to equate the heat generated in steady state 
with all the current being carried by the stabilizer, to the peak or re
covery heat flux [19]. Under these circumstances, we can employ the 
data from this experiment to establish limits for heat fluxes and as
sociated temperature drops for an aluminum stabilized magnet in He 
II. For example, if we design the conductor for a surface heat flux of 
0.5 W/cm2 at 1.8 K, which is quite conservative, the associated surface 
temperature difference would be about 0.5 K. Operation of the system 
in the subcooled regime may prove to be a valuable modification of 
the design. Under these circumstances, we may consider raising the 
design heat flux substantially. 

There are a number of distinct advantages to operation of a magnet 
system in subcooled rather than saturated He II. These points are 
summarized below: 

(1) Improved peak heat flux, 
(2) Improved recovery heat flux, 
(3) No penalty in Kapitza conductance. 

In addition, since the dielectric strength of helium gas is approxi
mately proportional to density, subcooled operation also inhibits 
voltage breakdown [20]. Judging from the positive features that a 
subcooled system would bring, a design which takes advantage of 
these effects is encouraged. 

In Fig. 7 we display a cross-sectional schematic of a conductor-

REFRIGERATOR 
HIGH PRESSURE 
He (~l ATM) 

BEDROCK 

CONDUCTOR 

HEAT EXCHANGER 

-STRUT ASSEMBLY 

Fig. 7 Schematic design of conductor-dewar assembly which allows lor 
operation in subcooled He II 

dewar assembly for superconductive magnetic energy storage. The 
major components of the system are indicated. The conductor turns 
which make up the magnet, are contained in the high pressure liquid 
side, P ~ 1 atm. Heat loads are transmitted through the heat ex
changer to the low pressure helium bath, which is connected directly 
to the refrigeration system. The load bearing struts, shown only 
schematically here, must be connected to the low pressure side to 
avoid taking the steady state heat loads through the heat exchanger. 
Design of the heat exchanger must provide an adequate path for heat 
loads resulting from conductor fault conditions, while allowing for 
only small temperature differences between the high and low pressure 
baths. Radiation and conduction heat loads are intercepted at opti-
'mized intermediate stations [21]. 

In addition to the design of the heat exchanger, a pressurized 
cooling system requires an increased helium inventory. We have es
timated, based on steady state heat flow in the bulk liquid, that twice 
as much helium could be required in this design. However, the com
parison may be too severe since it does not include the necessary 
margins of safety. 

Conclusions 
The results of the above experiment to measure heat transfer from 

aluminum to He II indicate that subcooling creates definite advan
tages for magnet stabilization. The improvement in heat transfer is 
most noticeable in the recovery heat flux, which is almost three times 
higher in the subcooled work as compared to that near saturation. 

Incorporation of these findings into the design of large scale su
perconducting energy storage magnets poses several problems. In 
addition to the design of the heat exchanger for such a system, a dif
ficulty not previously addressed is that the subcooled system will 
probably require a larger helium inventory. 
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Errata 

Erratum: G. B. Wallis, H. J. Richter: "An Isentropic Streamtube Model for Flashing Two-Phase Vapor-Liquid Flow", published 
in the November 1978 issue of the Journal of Heat Transfer, pp. 595-600. 

The ordinate in Fig. 12 should read 103/kg/m2s instead of 104 kg/m2s. 

Erratum: J. J. Lorenz and D. Yung, "A Note on Combined Boiling and Evaporation of Liquid Films on Horizontal Tubes," pub
lished in the February 1979 issue of the JourIlal of Heat Transfer, pp. 178-180. The square root sign in equation (2) should be replaced 
by a cube root sign. 

Erratum: T. Ota and N. Ron. "Heat Transfer in an Axisymmetric Separated and Reattached Flow over a Longitudinal Blunt 
Circular Cylinder," published in the February 1977 issue of the Journal of Heat Transfel', pp. 155-157. 

In Fig. :~, Cj X 103 should read Cj X 102• 
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Radiative and Convective 
Transfer for Real Gas Flow 
through a Tube with Specified 
Wall Heat Flux 

C. W. Clausen1 and T. F. Smith2 

Nomencla ture 
Aw = inside surface area of tube wall zone, m2 

b — width of volume and surface zones, m 
B = ratio of zone width to inside tube radius, 2b/D 
BNO = Boltzmann number, pucp/aT3

Sie 

GG = directed flux area, volume zones, m2 

GS(SG) = directed flux area, volume and surface zones, m2 

K = total absorption coefficient, 1/m 
N = number of volume and wall surface zones 
Q = dimensionless wall heat flux, q/<rT4

gie 

SS = directed flux area, surface zones, m2 

St = Stanton number 
8 = dimensionless temperature, TITgiC 

In t roduc t ion 
*iy(The purpose of this study is to examine the interaction of radiative 
transfer with convective transfer for slug flow of an absorbing-emitting 
gas in a black wall circular tube with specified wall heat flux. Axial 
gas and wall temperature distributions are sought utilizing the zone 
method of solution where gas radiative properties are described by 
the weighted sum of gray gases model. The tube system treated here 
is similar to that studied by Nakra and Smith JS.] with the exception 
that the prescribed duct wall temperature has been replaced with the 
wall heat flux boundary condition and axial variation of the Stanton 
number has been included,)Details of the analysis and solution pro
cedures may be found in [1] and [2]. 

Analysis 
Performing a zonal analysis similar to that previously reported [1], 

steady-state energy balances for volume and wall zones, respectively, 
are expressed as 

E (G;G,.04ftJ. + SjGiB\j) + SeGi + S0GiB\0 

U'=i 

• K;D6* 
B N O , 

! + ^^ ( f l g , i - l - . f l g . i ) 2B 

+ BNOSt;( •-egii) = 0 (1) 
1 Lawrence Livermore Laboratories, Livermore, CA 
2 Assoc. Professor, Division of Energy Engineering, The University of Iowa, 

Iowa City, Iowa 52242, Mem. ASME. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OP HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
December 22,1977. 

T. (GjS&gj + SjSiB^j) + SeS( + SoSi8\0 
j = i 

-0V;+BNOSt,(flg,, ,,;) + Qi = 0 (2) 

where temperatures are referenced to the inlet gas temperature and 
0Sii-i = 1 when i = 1 corresponding to the inlet gas temperature. The 
wall heat flux is based on the inside tube diameter D. For the results 
presented here, the inlet and outlet surfaces are porous and are as
signed the inlet and outlet gas temperatures, respectively. Results 
from a more comprehensive analysis [2] which includes wall con
duction in equation (2) illustrate that wall conduction has a negligible 
influence on gas temperatures and, furthermore, affects wall tem
peratures only for wall elements near the tube ends. 

Axial variation of convective coefficient is considered in this analyis 
to account for entrance effects. The following correlation as recom
mended by Siegel and Keshock [3] for turbulent flow is employed 

St 

St-
1 +• 

1 

2(x/D)5/6 (3) 

where the subscript °° denotes the value of St for fully developed flow 
as evaluated from the Nusselt number correlations. 

Gas radiative properties are evaluated from the weighted sum of 
gray gas model. Weighting factors and pressure absorption coefficients 
[1] for an equimolal mixture of carbon dioxide and water vapor at a 
combined partial pressure of 0.2206 atm and a total pressure of 1 atm 
are employed here. Directed flux areas are expressed in terms of the 
weighting factors and direct exchange areas. Direct exchange areas 
for a zone width to radius ratio of 0.25 [4] are utilized in this investi
gation. Thus, the tube length is divided into ten zones for tube length 
to diameter ratio L/D = 1.25. 

Results and Discussion 
Representative results for axial gas and wall temperature distri

butions are displayed in Fig. 1 for several values of BNO and uniform 
wall heat fluxes. All results apply for St™ = 0.01, D = 0.6 m and L/D 
= 1.25. The upper portion of this figure corresponds to heating gas 
results where the inlet gas temperature is 556 K and positive wall heat 
fluxes are imposed. The lower portion shows cooling gas cases for an 
inlet gas temperature of 1944 K and heat extraction from the wall. 
Values of Q are limited by the requirement that temperatures must 
fall within the range of 556 to 1944 K as specified by the correlations 
for gas properties. 

The heating gas results illustrate that gas and wall temperatures 
increase with axial distance. However, wall temperatures may de
crease near the duct exit due to radiative loss to the cooler outlet 
surface. This latter finding is particularly evident for the higher values 
of BNO where a relatively small increase in gas temperature occurs. 
As BNO decreases, gas and wall temperatures increase and are nearly 
identical for the stagnant gas case where only radiative transfer exists. 
Similar but opposite trends are observed for the cooling gas re
sults. 

For the constant St cases, wall temperature distributions become 
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symmetric as BNO increases. This behavior is attributed to the gas 
experiencing a smaller temperature change for the higher values of 
BNO. Thus, the outlet surface is at nearly the same temperature as 
the inlet surface and the radiant exchange terms are almost sym
metric. Results are also presented in Fig. 1 for an axial variation of 
St. For comparison purposes, St *» 6 St™ at x/L = 0.05 corresponding 
to the midpoint of the first zone and 1.4 St„ at the tube exit for L/D 
= 1.25. The variable St produces lower wall temperatures but has a 
negligible influence on gas temperatures. Entrance effects are more 
predominant for wall zones near the duct inlet and are especially 
important for the higher magnitudes of BNO. The influence of St„ 
is examined later. 

The general dependency of gas and wall temperatures on BNO and 
wall heat flux is similar over the entire tube length. Thus, gas and wall 
temperatures corresponding to the last zone are displayed in Fig. 2 
as a function of BNO for several values of Q corresponding to the more 
common cooling gas case. All results are for a constant St. Horizontal 
curves labeled BNO = 0 depict gas and wall temperatures for a stag
nant gas. The minimum value for BNO for larger heat fluxes is evident 
by the termination of several curves for gas temperatures where cor
responding wall temperatures fall outside the range for gas radiative 
properties. Gas and wall temperatures coincide for Q = —0.01 and 
separate as necessitated by decreasing Q. 

The influence of St„ is illustrated in Fig. 3 where results for cooling 
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cases are presented for both axially varying and uniform St with St™ 
= 0, 0.005 and 0.01. Gas temperatures are shown only for St„ = 0.01 
since they are insensitive to St„. Wall temperatures particularly near 
the entrance exhibit a strong dependence on St. 

Fig. 4 presents effects of varying the tube length on gas and wall 
temperature distributions. Results are shown for values of LID 
ranging from 1.25 to 5. Longer ducts necessitate smaller heat flux 
magnitudes or larger values of BNO to maintain wall temperatures 
within the required limits. Entrance effects are displayed only for LID 
= 5 where St » 1.1 St„ at the duct outlet. The outlet surface tem
perature has a strong influence on the temperature distributions 
particularly those for the wall and is even felt by the wall zones near 
the duct inlet. This latter finding is attributed to the transparent 
component of the gas. For L/D = 5 wall and gas temperature differ-

BNO 

Fig. 2 Outlet gas and wall temperatures 
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ences display a general increase with axial location. Results for longer 
ducts, however, are necessary in order to define the fully developed 
conditions. 
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Surface Radiative Exchange in 
Rod Bundles 

C. L. Tien1, R. A. Sanchez2, D. A. Mandell2, and 
C. T. McDaniel2 

Introduction 
Radiative exchange within a bundle of rods or tubes constitutes an 

important concern in many heat transfer systems such as reactor fuel 
bundles, boiler tube banks, etc. Accurate calculation of this radiative 
exchange is most formidable, particularly considering the geometric 
complexity and the interaction of surface radiation and convection 
with the interstitial absorbing and scattering medium. Even for the 
simple case of radiative exchange in a bundle of diffusely radiating 
rods immersed in a radiatively nonparticipative medium (e.g., vacu
um, air), the calculation could become quite complicated and cum
bersome. Previous applications [1] often treat the radiative heat 
transfer in a simplified manner, using uniform radiosity for each tube. 
The total heat transfer is then accurately predicted through devel
opment of empirical "convective" heat transfer coefficients from 
experimental data on prototypical geometries. However, a more 
mechanistic split between the radiative and convective heat transfer 
components is desirable to improve prediction generality and basic 
understanding of the phenomena involved. 

General formulation of surface radiative exchange is commonly cast 
in the form of an integral equation [2]. Since few exact analytical so
lutions are available and exact numerical solutions are often im
practical in terms of cost and effort, approximate methods have been 
widely employed for engineering applications. In particular, the 
lumped-system approximation which assumes uniform-radiosity 
surface elements has received considerable attention. The accuracy 
of the obtained results for radiative interchange can always be im
proved by subdividing further the lumped element. Such subdivisions 
result in an increasingly large number of algebraic equations, which 
combined with calculation of the associated configuration factors F,y 
may again render the numerical solution impractical. Without further 
subdivision, the lumped-system approximation can also be improved 
by carrying out higher-order corrections. Indeed, it has been shown 
that the ordinary lumped-system approximation represents the 
first-order approximation in an iterative solution of the governing 
integral equation [3-5]. A second-order approximation, however, 
requires the tedious calculation of the second-order configuration 
factor, Fijk, which is the fraction of energy leaving surface i that 
reaches surface k by way of surface ;'. Another similar correction 
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method [6, 7] is based on the use of Fij Fjk to approximate Fijk. It is 
the purpose of the present note to introduce and assess a convenient, 
approximate method for evaluating the radiative interchange in rod 
bundles. 

The Anistropic Factor 
Recently, Andersen [8] suggested a semi-empirical method, which 

appears especially convenient in calculating surface radiation ex
change in rod bundles. In formulation, this method is nearly identical 
to the case with surfaces having both diffuse and specular components 
[2], although their conceptual bases are quite different. For the cal
culation of radiation in rod bundles, the radiosity of each rod is often 

'assumed uniform, thus constituting one radiation node per rod in the 
radiation resistance network. Some rods, however, may have very 
non-uniform radiosity distributions depending on the neighboring 
rods and bounding surfaces. For instance, the side of the-corner rods 
in a fuel-rod bundle facing the cold channel wall has a very different 
radiosity from that of the back side facing inner rods. Without sub
dividing each rod into several uniform-radiosity nodes, Andersen 
assumed that for each rod, say rod i, a fraction (1 — jii;) of the irra
diation Hji is reflected isotropically and the rest ju; is reflected directly 
back to its source, rod j . The anisotropic factor ,̂- was suggested by 
Andersen as xk for rods and 7r/4 for bounding surfaces on the basis of 
a simple semi-empirical argument. 

It is interesting to note that the anisotropic factor p. can be related 
to the second-order configuration factor in accordance with the sec
ond-order approximation. From their respective definitions, there 
follows: 

Fjij = Fji [(I - K) Fij + m] 

FijFji 

(1) 

(2) 

(3) 

Fji (1 - Fij) 

When N surfaces surround surface ;, then the result becomes: 

N N 

EFjij-Z FijFji 

Ml = 
N N 
E Fji - Z FijFji 

The value of m so obtained, however, is still approximate since it is 
based on the second-order approximation. 

Numerical Examination 
In order to shed some light on various approximate calculation 

schemes without being excessively tangled in geometric complexity, 
a simple system consisting of three rods surrounded by a rectangular 
boundary is considered. The system schematic is shown in Fig. 1. Due 
to the insulated horizontal boundaries, the present system also rep
resents the case of three columns of rods kept at 1000, 1600, and 
1000°F, respectively, and bounded by two infinite surfaces at 500°F. 
Even for this simple case, considerable numerical work must be car
ried out for a careful numerical examination. In addition to the or
dinary multi-nodal computation, second-order configuration factors 
are calculated from the Monte-Carlo method [9]. A larger number of 
cases have been calculated, but only some representative results will 
be presented below to illustrate the major findings. 
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ences display a general increase with axial location. Results for longer 
ducts, however, are necessary in order to define the fully developed 
conditions. 
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Introduction 
Radiative exchange within a bundle of rods or tubes constitutes an 

important concern in many heat transfer systems such as reactor fuel 
bundles, boiler tube banks, etc. Accurate calculation of this radiative 
exchange is most formidable, particularly considering the geometric 
complexity and the interaction of surface radiation and convection 
with the interstitial absorbing and scattering medium. Even for the 
simple case of radiative exchange in a bundle of diffusely radiating 
rods immersed in a radiatively nonparticipative medium (e.g., vacu
um, air), the calculation could become quite complicated and cum
bersome. Previous applications [1] often treat the radiative heat 
transfer in a simplified manner, using uniform radiosity for each tube. 
The total heat transfer is then accurately predicted through devel
opment of empirical "convective" heat transfer coefficients from 
experimental data on prototypical geometries. However, a more 
mechanistic split between the radiative and convective heat transfer 
components is desirable to improve prediction generality and basic 
understanding of the phenomena involved. 

General formulation of surface radiative exchange is commonly cast 
in the form of an integral equation [2]. Since few exact analytical so
lutions are available and exact numerical solutions are often im
practical in terms of cost and effort, approximate methods have been 
widely employed for engineering applications. In particular, the 
lumped-system approximation which assumes uniform-radiosity 
surface elements has received considerable attention. The accuracy 
of the obtained results for radiative interchange can always be im
proved by subdividing further the lumped element. Such subdivisions 
result in an increasingly large number of algebraic equations, which 
combined with calculation of the associated configuration factors F,y 
may again render the numerical solution impractical. Without further 
subdivision, the lumped-system approximation can also be improved 
by carrying out higher-order corrections. Indeed, it has been shown 
that the ordinary lumped-system approximation represents the 
first-order approximation in an iterative solution of the governing 
integral equation [3-5]. A second-order approximation, however, 
requires the tedious calculation of the second-order configuration 
factor, Fijk, which is the fraction of energy leaving surface i that 
reaches surface k by way of surface ;'. Another similar correction 
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method [6, 7] is based on the use of Fij Fjk to approximate Fijk. It is 
the purpose of the present note to introduce and assess a convenient, 
approximate method for evaluating the radiative interchange in rod 
bundles. 

The Anistropic Factor 
Recently, Andersen [8] suggested a semi-empirical method, which 

appears especially convenient in calculating surface radiation ex
change in rod bundles. In formulation, this method is nearly identical 
to the case with surfaces having both diffuse and specular components 
[2], although their conceptual bases are quite different. For the cal
culation of radiation in rod bundles, the radiosity of each rod is often 

'assumed uniform, thus constituting one radiation node per rod in the 
radiation resistance network. Some rods, however, may have very 
non-uniform radiosity distributions depending on the neighboring 
rods and bounding surfaces. For instance, the side of the-corner rods 
in a fuel-rod bundle facing the cold channel wall has a very different 
radiosity from that of the back side facing inner rods. Without sub
dividing each rod into several uniform-radiosity nodes, Andersen 
assumed that for each rod, say rod i, a fraction (1 — jii;) of the irra
diation Hji is reflected isotropically and the rest ju; is reflected directly 
back to its source, rod j . The anisotropic factor ,̂- was suggested by 
Andersen as xk for rods and 7r/4 for bounding surfaces on the basis of 
a simple semi-empirical argument. 

It is interesting to note that the anisotropic factor p. can be related 
to the second-order configuration factor in accordance with the sec
ond-order approximation. From their respective definitions, there 
follows: 

Fjij = Fji [(I - K) Fij + m] 

FijFji 
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(2) 

(3) 

Fji (1 - Fij) 

When N surfaces surround surface ;, then the result becomes: 

N N 

EFjij-Z FijFji 

Ml = 
N N 
E Fji - Z FijFji 

The value of m so obtained, however, is still approximate since it is 
based on the second-order approximation. 

Numerical Examination 
In order to shed some light on various approximate calculation 

schemes without being excessively tangled in geometric complexity, 
a simple system consisting of three rods surrounded by a rectangular 
boundary is considered. The system schematic is shown in Fig. 1. Due 
to the insulated horizontal boundaries, the present system also rep
resents the case of three columns of rods kept at 1000, 1600, and 
1000°F, respectively, and bounded by two infinite surfaces at 500°F. 
Even for this simple case, considerable numerical work must be car
ried out for a careful numerical examination. In addition to the or
dinary multi-nodal computation, second-order configuration factors 
are calculated from the Monte-Carlo method [9]. A larger number of 
cases have been calculated, but only some representative results will 
be presented below to illustrate the major findings. 
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Table 1 

P 

Values of Q (Btu/hr) and /i for dip = 0.77 
and different p's 

0.1 0.3 0.5 0.7 0.9 

Mr 
Mc 

10616 
10304 
10227 
10197 
10616 
10623 
10003 
0.5 
0.120 

8669 
8091 
7854 
7796 
8669 
8670 
7473 
0.5 
0.183 

6458 
5949 
5706 
5649 
6458 
6447 
5318 
0.5 
0.179 

4022 
3751 
3603 
3567 
4022 
3989 
3339 
0.5 
0.166 

1386 
1344 
1319 
1312 
1386 
1360 
1260 
0.5 
0.143 

Table 1 shows the radiative heat transfer rate Q, leaving all three 
rods for dip = 0.77 and various surface reflectivities, p. The number 
of subdivided surfaces for each cylinder is shown by the number 
subscript on Q. The values of Q are decreasing as the number of sur
faces per cylinder increases from one to twenty-four and are asymp
totically approaching a limit which can be regarded as the exact so
lution to the problem. The anisotropic solution QM refers to the total 
heat transfer as calculated by using the anisotropic factor concept with 
averaged values of pt. and p r calculated from equation (3), where 
subscripts c and r refer to surrounding cooled walls and rods, re
spectively. Untabulated data show that for dip increasing from 0.1 
to 0.99, p,- increases from 0.3 to 0.7 approximately, while p c increases 
from 0.04 to 0.4 as compared to Andersen's suggested values of 0.5 for 
p r and 7r/4 for pc . The QM solution underpredicts the radiative heat 
transfer with a maximum difference between Q24 and Q^ of 6.4 per
cent for p = 0.7, Qi is 12.8 percent above Q24. In all cases, Q„ provides 
considerable improvement over Q\ in accuracy. 

Also shown in Table 1 are radiative heat transfer results from the 
lumped approximation (one uniform-radiosity surface per rods), Q1, 
and the second-order approximation, Qn . They give virtually identical 
results. This is true for all values of d/p. Thus the second-order so
lutions renders little improvement over the standard lumped analysis 
when rod bundles are being considered. 

The last two rows of Table 1 present the results of a parametric 
study of the most appropriate values of p.,- and p c for use in the an
isotropic formulation. From both Andersen's suggestion and the 
calculation method based on the second-order approximation, it is 
logical to fix the value of p,- as 0.5 but to determine p c from the best 
fit to Q'u- The fact that the resulting range of p c is relatively narrow 
(0,12-0.18) greatly enhances the effectiveness of this approximate 
calculation method. Based on the present study, a good value for pc. 
would be 0.15 instead of 7r/4 as suggested by Andersen. An additional 
parametric study based on a five-by-five bundle in a square enclosure 
further substantiates the present finding that the anisotropic for
mulation can be used effectively; also, as the number of rods increases, 
the effect of boundary radiation becomes less, and the solution is less 
sensitive to the value of p c . 
Conclusion 

The anisotropic formulation is a convenient way of accurately ac1 

counting for non-uniform radiosity of the rod and channel surfaces 
in the calculation of the radiative interchange. Based on this study, 
anisotropic reflection factors (p) of 0.5 for the rods and 0.15 for the 
surrounding channel walls are recommended. 
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Evaluation of Intergrating 
Sphere Surfaces for Infrared 
Pyrradiometers 

R. Birkebak1 and Md. Alamgir2 

Nomenclature 
Ad,A; = area of detector receiving surface, inlet port area, mm2 

AS,AW = total surface area of sphere and active sphere area for re
flection, mm2 

E = radiant flux entering the sphere, W 
e = emission power, W/m2 

k = proportionality constant for the detector, W/p,u 
Qc,0/, = convective and conductive energy transfer rated from the 
detector, W 

Qd,Oi,Qw = radiant energy transfer rate to the detector by self in
terchange, from the source, and from the sphere wall, respectively, 
W 

T = temperature, K 
V, Vc, Vd - detector output, pv 
0 = angle of incidence 
p = surface directional reflectance 
p,„ = average wall reflectance, [pw(Aw/As) + Pd(AdlAs)} 

Subscripts 

a = ambient 
c = shutter closed, convention 
d = detector 
i = source, inlet port 
/; = conduction 
0 = reference state, detector 
w = sphere wall 

I n t r o d u c t i o n 
The integrating sphere radiometer has been used to monitor solar 

radiation [1] and its use was initially limited to the solar spectrum 
because of the lack of a suitable diffuse reflecting surface in the in
frared. However, during the mid-1960's and later, several surfaces 
were found which could be used in the infrared. Birkebak and Eckert 
[2] used a sulfur coated integrating sphere while McCullough, et al. 
[3] used NaCl as a wall coating. Wood and Smith [4] observed that 
gold coated grit surfaces were good infrared diffuse reflectors. Birk
ebak [5, 6] had already recognized this and had patented an inte
grating sphere pyrradiometer (ISP) which used aluminized roughened 
metal or plastic surfaces. 

We have employed three surfaces which are diffusely reflecting [7] 
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Table 1 
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Table 1 shows the radiative heat transfer rate Q, leaving all three 
rods for dip = 0.77 and various surface reflectivities, p. The number 
of subdivided surfaces for each cylinder is shown by the number 
subscript on Q. The values of Q are decreasing as the number of sur
faces per cylinder increases from one to twenty-four and are asymp
totically approaching a limit which can be regarded as the exact so
lution to the problem. The anisotropic solution QM refers to the total 
heat transfer as calculated by using the anisotropic factor concept with 
averaged values of pt. and p r calculated from equation (3), where 
subscripts c and r refer to surrounding cooled walls and rods, re
spectively. Untabulated data show that for dip increasing from 0.1 
to 0.99, p,- increases from 0.3 to 0.7 approximately, while p c increases 
from 0.04 to 0.4 as compared to Andersen's suggested values of 0.5 for 
p r and 7r/4 for pc . The QM solution underpredicts the radiative heat 
transfer with a maximum difference between Q24 and Q^ of 6.4 per
cent for p = 0.7, Qi is 12.8 percent above Q24. In all cases, Q„ provides 
considerable improvement over Q\ in accuracy. 

Also shown in Table 1 are radiative heat transfer results from the 
lumped approximation (one uniform-radiosity surface per rods), Q1, 
and the second-order approximation, Qn . They give virtually identical 
results. This is true for all values of d/p. Thus the second-order so
lutions renders little improvement over the standard lumped analysis 
when rod bundles are being considered. 

The last two rows of Table 1 present the results of a parametric 
study of the most appropriate values of p.,- and p c for use in the an
isotropic formulation. From both Andersen's suggestion and the 
calculation method based on the second-order approximation, it is 
logical to fix the value of p,- as 0.5 but to determine p c from the best 
fit to Q'u- The fact that the resulting range of p c is relatively narrow 
(0,12-0.18) greatly enhances the effectiveness of this approximate 
calculation method. Based on the present study, a good value for pc. 
would be 0.15 instead of 7r/4 as suggested by Andersen. An additional 
parametric study based on a five-by-five bundle in a square enclosure 
further substantiates the present finding that the anisotropic for
mulation can be used effectively; also, as the number of rods increases, 
the effect of boundary radiation becomes less, and the solution is less 
sensitive to the value of p c . 
Conclusion 

The anisotropic formulation is a convenient way of accurately ac1 

counting for non-uniform radiosity of the rod and channel surfaces 
in the calculation of the radiative interchange. Based on this study, 
anisotropic reflection factors (p) of 0.5 for the rods and 0.15 for the 
surrounding channel walls are recommended. 
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Ad,A; = area of detector receiving surface, inlet port area, mm2 
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flection, mm2 
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k = proportionality constant for the detector, W/p,u 
Qc,0/, = convective and conductive energy transfer rated from the 
detector, W 

Qd,Oi,Qw = radiant energy transfer rate to the detector by self in
terchange, from the source, and from the sphere wall, respectively, 
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V, Vc, Vd - detector output, pv 
0 = angle of incidence 
p = surface directional reflectance 
p,„ = average wall reflectance, [pw(Aw/As) + Pd(AdlAs)} 

Subscripts 

a = ambient 
c = shutter closed, convention 
d = detector 
i = source, inlet port 
/; = conduction 
0 = reference state, detector 
w = sphere wall 

I n t r o d u c t i o n 
The integrating sphere radiometer has been used to monitor solar 

radiation [1] and its use was initially limited to the solar spectrum 
because of the lack of a suitable diffuse reflecting surface in the in
frared. However, during the mid-1960's and later, several surfaces 
were found which could be used in the infrared. Birkebak and Eckert 
[2] used a sulfur coated integrating sphere while McCullough, et al. 
[3] used NaCl as a wall coating. Wood and Smith [4] observed that 
gold coated grit surfaces were good infrared diffuse reflectors. Birk
ebak [5, 6] had already recognized this and had patented an inte
grating sphere pyrradiometer (ISP) which used aluminized roughened 
metal or plastic surfaces. 

We have employed three surfaces which are diffusely reflecting [7] 
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in the infrared and present a critical evaluation of the ISP perfor
mance using these surfaces. The instrument described in this paper 
can be used either as a pyrradiometer or pyrgeometer. The results 
presented are for long wave length black body hemispherical radia
tion. 

Description of Surfaces 
We have used the concepts of Birkebak [5, 6] and Wood and Smith 

[4] for generating diffusely reflecting surfaces. Such a surface consists 
of multilayers of adhesive, silicon carbide particles, SC, filler, F, and 
reflecting materials. The acrylic filler material is used to fill and round 
out the spaces between the scattering particles. The top reflecting 
materials used were either vapor deposited aluminum or a bronze 
enamel acrylic spray paint. 

The surfaces were applied directly to the interior of 0.1 m dia sphere 
whose interior had been sand blasted. The details of the surface 
preparation and description are given by Alamgir [7]. The basic sur
face descriptions from substrate to coating are: 

Surface 1, 180 grit (SC)-f-40 p.m glass beads-F-Al., 
Surface 2, 180 grit (SC)-F-320 grit (SC)-f-Al, 
Surface 3, 180 grit (SC)-bronze enamel. 

E x p e r i m e n t a l A p p a r a t u s 
The experimental apparatus used consisted of 1) three integrating 

spheres, 2) a thin film thermopile, 3) a goniometric system and focused 
black body source, 4) a 2TT sterradian black body source and 5) asso
ciated amplifiers and recorders. 

The integrating spheres were constructed of aluminum. Their inside 
diameter was 101.6 mm, the inlet port 49.5 mm in diameter, and the 
detector port 12.5 mm in diameter. These spheres were milled into 
aluminum cylinders 150 mm in diameter and into which coolant flow 
passages had been machined [7]. The spheres were coated with the 
surfaces described previously. The thermopile used was a thin film 
type developed at AEDC [8] and had a receiving area of 123.3 
mm2. 

A schematic diagram of the goniometric system used for wall dif-
fuseness measurements is shown in Fig. 1. The sphere was held in a 
fixed position and the source-optics rotated about an axis passing 
through and parallel to the entrance port and in the plane A-B. The 
system was adjustable for 9 deg steps from 0 to 90 degs. A shutter was 
provided so that the small black body source could be blocked off from 
the sphere. The whole system was housed in an insulated box one 
meter on a side and painted black on its interior surfaces. 

A 27T sterradian black body source was used to simulate a thermal 
environment. It consisted of a 0.2 m dia hemisphere which could be 
electrically heated or cooled by a circulating coolant. The ISP was 
placed on the diametral plane of this source. 

Measurement of Surface Diffuseness and Reflectance 
The diffuseness of an integrating sphere wall coating was measured 

by irradiating the sphere entrance port with collimated black body 
radiation at different angles of incidence. • 

It can easily be shown that the output of a detector on the sphere 
wall is 

Fig. 1 Schematic diagram of goniometer apparatus 

Vd(B) = kpmEM (Ad /A s)(l/(1 - pw)) (l) 

= f(ei,Ai,(Ad/As),pw,pw) cosfl (l-a) 

where Ei(B) = eiAi cosfl is the irradiance from the black body source, 
and A; is the inlet port area, A., is the sphere area, Ad is the detector 
area, and pw and pw are reflectances. 

If the sphere coating is diffusely reflecting, the output Vd(d) should 
then be the cosO. Any deviations from cos# is a measure of the coating's 
nondiffuseness. 

Pyrradiometer Analysis 
The analysis is based upon the assumption that the irradiance is 

from a 27T diffuse source and the detector is able to view the entrance 
port A,-. 

An energy balance written on the detector gives 

Qi + Qw + Qd = edAd + Qc + Qk (2) 

where Qi is the incoming radiation from the source; 

Qlu is the emitted radiation from the wall, 

Qw = eu,Aw \~\ I — M , (4) 
\Asj U - pj 

Qd is the radiant interchange of the detector with itself, 

* - « — (t)(t)(r4) 
The first term on the right of equation (2) is the emitted flux from the 
detector, Qc represents any convective heat transfer and Q^ is the 
conductive heat transfer from the detector. We will assume that the 
output of the detector is proportional to Qi, 

Qh=kV (6) 

where k (W//uv) is the detector constant and V is its output in micro
volts. Let Vo represent the condition when Td = Tw = T, ;-s Ta. 
then. 

kAV = Qne t (Radiation) - AQ, = Qnet (7) 

If the detector constant k is known, then the 2-zr environmental 
radiation E, can be calculated by solving equations (2-6) for Ei. 

R e s u l t s and Conc lus ions 
Wall diffuseness and Reflectance. The diffuseness of the three 

types of integrating sphere wall coatings was checked for black body 
source temperatures of 366, 422, 477 and 533 K. At each angular po
sition two readings of the detector output were taken, one with the 
shutter open, V, and the other with the shutter closed, Vc. The second 
reading corresponded to the detector output due to background ra
diation. The detector response at 8 = 18 deg was used to normalize 
the data. For angles less than 18 deg a portion of the specular com
ponent is lost through the entrance port. It is assumed that at this 
angle of incidence, the cosine relationship is exactly satisfied. The data 
were evaluated using 

((V- VC)/(V(18 deg) - V(18 deg)c) cos 18 deg (8) 

The data were also corrected for the finite thickness (0.5 mm) of 
the lip on the entrance port which for larger angle of illumination 
reduced the port area. 

Fig. 2 shows the percent deviation of the normalized detector output 
from the cosine distribution for the three coatings studied. The data 
are the average values for the four source temperatures used. The 
scatter in the data is attributed to slight variations in surface finish 
at various positions. All three surfaces appear to be diffuse reflectors 
up to 72 deg with a variation of + 1.5 to —3 percent from a cosine dis
tribution. At 81 deg the surfaces are within —6.5 percent of the cosine 
distribution. The results indicate that all three surfaces are satisfac-
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tory diffusers of infrared radiation when used in an integrating 
sphere. 

The reflectances of the coatings were determined for source tem
peratures from 366 to 533 K. Details of the test procedure are given 
in [7]. 

The average wall reflectance pw of surface coating no. 1, was 0.818, 
for surface no. 2, 0.911 and for surface no. 3, 0.896. The lower value 
for coating no. 1 was caused by non-uniform surface coating of the 
aluminum film and was verified by inspecting the surface with an 
optical comparator. 

A value of 0.94 was reported by Sherrel [9] for a gold coated grit 
surface. A higher wall reflectance value is desirable, however, the 4 
percent difference between our results and Sherrel's becomes less 
important when ease of surface preparation and cost is considered. 

The ISP with costing no. 2 was calibrated using the 2ir sterradian 
black body source. The source temperature, T,-, was varied from 278 
to 353 K while the ISP wall temperature, Tw, was varied from 291 to 
303 K. In addition, the reference temperature, Td, of the thermopile 
and air temperature, Ta, were measured. The thermopile output was . 
amplified and then recorded with a DVM. 

The experimental data were used in equation (7) along with the area 
measurements. A least square curve fitting method was employed to 
determine the constant k. The resulting equation is Qnet = 1.2498 X 
10-4 AV -1.59 X 10-* where the value of k has the units (W/jtV). The 
results of Qnet are shown in Fig. 3 and the data for £,- are represented 
by the correlation equation with a mean deviation of ±2 percent. The 
offset Qne t for A V of zero is the result of our inability to completely 
account for the detector heat losses. 

We have developed an ISP which responds to directional radiation 
in a cosine manner and in which the detector is shielded from most 
environmental effects. The system is simple to construct and to 
use. 
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Surface Wetted Area during 
Transition Boiling in Forced 
Convective Flow 

H. S. Ragheb1 and S. C. Cheng1 

Introduction 
During a loss-of-coolant accident (LOCA) in a water cooled nuclear 

reactor, some portions of the core are under the transition boiling heat 
transfer mode. The transition boiling mode is most efficient at its 
lower temperature boundary which corresponds to the critical heat 
flux (CHF). Immediately after CHF, the heated surface can no longer 
support the continuous liquid contact, and heat transfer deteriorates 
due to the increase of area covered by dry patches. 

The heated surface during transition boiling is partially wet and 
partially covered by vapor. Hence a convenient way to deal with 
transition boiling is to assume that it is a combination of both unstable 
nucleate boiling and unstable film boiling alternately existing at any 
given location at the heated surface. The variation of heat transfer 
rate with temperature is primarily a result of the change in the fraction 
of time that each boiling mode exists at a given location as stated by 
Berenson [1]. 

Following Berenson's description of the transition boiling mode, 
Kalinin, et al. [2] weighted the two heat transfer components (nucleate 
and film boiling) by fk, the fraction of surface that is wet. The total 
heat flux qt is then expressed as 

qi = QNB fk + QFB (l - fk) 

and 

fk = 
qt - QFB 

qNB - QFB 

(1) 

(2) 

where qNB and qpB represent nucleate boiling and film boiling, re
spectively, assuming that both expressions can be extrapolated into 
the transition boiling regime. Knowing q^B and qpB from correlations, 
and using experimental data of qt, one can obtain the expression of 
//, in terms of T,„, wall temperature, Tmax, wall temperature at max
imum heat flux, and Tmm, wall temperature at minimum heat flux. 
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tory diffusers of infrared radiation when used in an integrating 
sphere. 

The reflectances of the coatings were determined for source tem
peratures from 366 to 533 K. Details of the test procedure are given 
in [7]. 

The average wall reflectance pw of surface coating no. 1, was 0.818, 
for surface no. 2, 0.911 and for surface no. 3, 0.896. The lower value 
for coating no. 1 was caused by non-uniform surface coating of the 
aluminum film and was verified by inspecting the surface with an 
optical comparator. 

A value of 0.94 was reported by Sherrel [9] for a gold coated grit 
surface. A higher wall reflectance value is desirable, however, the 4 
percent difference between our results and Sherrel's becomes less 
important when ease of surface preparation and cost is considered. 

The ISP with costing no. 2 was calibrated using the 2ir sterradian 
black body source. The source temperature, T,-, was varied from 278 
to 353 K while the ISP wall temperature, Tw, was varied from 291 to 
303 K. In addition, the reference temperature, Td, of the thermopile 
and air temperature, Ta, were measured. The thermopile output was . 
amplified and then recorded with a DVM. 

The experimental data were used in equation (7) along with the area 
measurements. A least square curve fitting method was employed to 
determine the constant k. The resulting equation is Qnet = 1.2498 X 
10-4 AV -1.59 X 10-* where the value of k has the units (W/jtV). The 
results of Qnet are shown in Fig. 3 and the data for £,- are represented 
by the correlation equation with a mean deviation of ±2 percent. The 
offset Qne t for A V of zero is the result of our inability to completely 
account for the detector heat losses. 

We have developed an ISP which responds to directional radiation 
in a cosine manner and in which the detector is shielded from most 
environmental effects. The system is simple to construct and to 
use. 
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Surface Wetted Area during 
Transition Boiling in Forced 
Convective Flow 

H. S. Ragheb1 and S. C. Cheng1 

Introduction 
During a loss-of-coolant accident (LOCA) in a water cooled nuclear 

reactor, some portions of the core are under the transition boiling heat 
transfer mode. The transition boiling mode is most efficient at its 
lower temperature boundary which corresponds to the critical heat 
flux (CHF). Immediately after CHF, the heated surface can no longer 
support the continuous liquid contact, and heat transfer deteriorates 
due to the increase of area covered by dry patches. 

The heated surface during transition boiling is partially wet and 
partially covered by vapor. Hence a convenient way to deal with 
transition boiling is to assume that it is a combination of both unstable 
nucleate boiling and unstable film boiling alternately existing at any 
given location at the heated surface. The variation of heat transfer 
rate with temperature is primarily a result of the change in the fraction 
of time that each boiling mode exists at a given location as stated by 
Berenson [1]. 

Following Berenson's description of the transition boiling mode, 
Kalinin, et al. [2] weighted the two heat transfer components (nucleate 
and film boiling) by fk, the fraction of surface that is wet. The total 
heat flux qt is then expressed as 

qi = QNB fk + QFB (l - fk) 

and 

fk = 
qt - QFB 

qNB - QFB 

(1) 

(2) 

where qNB and qpB represent nucleate boiling and film boiling, re
spectively, assuming that both expressions can be extrapolated into 
the transition boiling regime. Knowing q^B and qpB from correlations, 
and using experimental data of qt, one can obtain the expression of 
//, in terms of T,„, wall temperature, Tmax, wall temperature at max
imum heat flux, and Tmm, wall temperature at minimum heat flux. 
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Kalinin, et al. obtained two fUllctions for fk, one being exponential 
decay with increasing T w. 

Tong and Young [3] suggested that the total heat flux qt is a sum 
of two components, i.e., 

(3) 

where WrB is the transition boiling component which decays with in
creasing Tw (see Fig. 4). They obtained an empirical, exponential 
decay expression for qTB in terms of Tw and x, quality. Hsu and 
Graham [4] related this expression to the fraction of wetted area. 
Recently, Tong [5] suggested that the wetted area fraction can be 
related to qTB by 

Experimental Apparatus 
Fig. 1 shows schematically the configuration of the probe. The probe 

made of zirconium wire coated by a platinum tip is suited for high 
temperature operation. It can detect the presence of liquid droplets 
contact on the heated surface by measuring voltage drop between the 
platinum tip (as one electrode) and the heating surface (as another 
electrode). The test section with the probe and the adjacent ther
mocouple is shown in Fig. 2. Tests were conducted for water at at
mospheric pressure under flow boiling conditions with G, mass flux, 
varying from 34-102 kg/m2s and .6.Tsub, inlet subcooling, varying from 
0-28 °C. Further details of the experimental apparatus and proce
dures may be found in [6,7]. 

(4) Results and Discussion 

where qNB can be approximated by qCHF in the transition boiling 
regime. 

The purpose of this study is (1) to examine the measurements of 
the wetted area during a quenching process using an electric probe, 
and (2) to compare these measurements with the predictions of Kal
inin and Tong. The study involving the electric probe in detecting the 
phase change on a heated surface has been reported in [6,7]. 
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Fig. 1 Probe configuration 
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Fig. 3 shows an example of the probe signal and the adjacent ther
mocouple signal for a typical rewetting run. The region BC charac
terizes the transition boiling mode where the wetted area increases 
with time. The boiling curve constructed as shown in Fig. 4 was based 
on the temperature-time trace of the thermocouple (Fig. 3) using the 
technique developed in [8]. 

For a typical point in transition boiling, the quantities of qt, qNB, 

and qFB defined in the Kalinin's approach are illustrated in Fig. 4. qNB 

has been extrapolated to T min and qFB to Tmax. The extrapolation of 
qFB in this case being a horizontal line is due to the fact that film 
boiling is almost independent of wall superheat under the present flow 
conditions [9-11], qTB defined by Tong and Young is also indicated 
in the figure. 

TlME-

Fig. 3 Signals recorded from the probe and the thermocouple in flow 
bOiling 
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PROBE MEASUREMENT 

KALININ et ol. 

TONG 

Fig. 5 Comparison of measured and predicted fraction of 
wetted area 

The predicted fraction of wetted area using equations (2) and (4) 
based on the boiling curve of Fig. 4 is shown in Fig. 5. The measured 
fraction of wetted area by the probe is also presented in Fig. 5 for 
comparison. This is obtained from Fig. 3 by assuming / = 1 at CHF 
and / = 0 at the minimum heat flux (to be explained later), the points 
(as a function of time) in between are read directly from the graph. 
Since the time coordinate is related to Tw in the data reduction pro
cess, thus / versus Tw can be obtained as shown. In general, both 
measured and predicted results display a same exponential trend 
(which becomes a straight line in a semi-log plot). The predicted 
wetted area using Tong's expression is in closer agreement with the 
probe measurement, except at CHF. As seen from Figs. 3 and 4, (1) 
the onset of intermittent wetting at point B is very close to the mini
mum heat flux, hence it can be assumed / = 0 at the minimum heat 
flux, and (2) the onset of continuous liquid contact at point C coincides 
with the CHF point, and furthermore, point C approaches the mean 
value of voltage drop from the nucleate boiling side (continuous liquid 
contact) as indicated in Fig. 3, thus / = 1 can be assumed at CHF. 

The agreement between the probe measurement and Tong's ex
pression suggests a new method of predicting transition boiling. If 
QCHF and qps are given, with the measured fraction of wetted area by 
the probe, transition boiling can be calculated from equations (3) and 
(4). 

Conclusions 
1 The fraction of wetted area predicted using Kalinin's approach • 

in transition boiling under flow conditions compares favorably with 
the probe measurement. 

2 Transition boiling under flow conditions can be predicted if (1) 
(/CHF and qi?B are given, and (2) the measured fraction of wetted area 
from the probe is available. 

3 This study provides some insight of transition boiling phe
nomenon through the measurement of the fraction of wetted area. It 
is hoped that this will lead to improved modelling of the transition 
boiling process. 
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Correlation of Burnout Data for 
Disk Heaters Cooled by Liquid 
Jets1 

J. H. Lienhard2 and M. Z. Hasan3 

Elsewhere in this issue Katto and Shimizu [1] present excellent new 
observations of the peak or "burnout" heat flux, Qmax, for liquid jets 
impinging on horizontal disk heaters. Recently Lienhard and Eich-
horn [2] offered the following correlation for the burnout heat flux, 
</max> in this situation: 

M. = (Pa)A 

/('•) \We/l ' 

where 

(1) 

</> = " We,= PfUf 
2D 

&:P = 2 (2) 
Pgh/gii, ' a ' ps" d 

and where p/ and pe are the saturated liquid and vapor densities, hfg 

is the latent heat of the liquid, a is the surface tension, U[ and d are 
the jet velocity and diameter, and D is the heater diameter. The 
function, /(/'), cannot be obtained theoretically so the value of /(/•) ~ 
,.0.725 w a s borrowed from an earlier correlation of their own data [3, 
4] by Monde and Katto [3]. The exponent, A, requires further ex
planation: 

Equation (1) was based upon a stability criterion that says: burnout 
will occur when the rate at which kinetic energy of the evaporated 
liquid is added to the escaping mixture exceeds the rate at which the 
newly created surface of droplets consumes mechanical energy. To 
complete this balance it was argued on the basis of the droplet for
mation lit.erature'that 

droplet diameter ~d//tf lWef<l,2f5]"f1(r), (3) 

where f{r) was an unknown function and a was an unknown exponent. 
It is important to note that a might depend on either r or We/ without 
violating the rationale in [2]. The function A was 

A =• 
-3a 

- 6a 
: A(r or We/). (4) 
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PROBE MEASUREMENT 

KALININ et ol. 

TONG 

Fig. 5 Comparison of measured and predicted fraction of 
wetted area 

The predicted fraction of wetted area using equations (2) and (4) 
based on the boiling curve of Fig. 4 is shown in Fig. 5. The measured 
fraction of wetted area by the probe is also presented in Fig. 5 for 
comparison. This is obtained from Fig. 3 by assuming / = 1 at CHF 
and / = 0 at the minimum heat flux (to be explained later), the points 
(as a function of time) in between are read directly from the graph. 
Since the time coordinate is related to Tw in the data reduction pro
cess, thus / versus Tw can be obtained as shown. In general, both 
measured and predicted results display a same exponential trend 
(which becomes a straight line in a semi-log plot). The predicted 
wetted area using Tong's expression is in closer agreement with the 
probe measurement, except at CHF. As seen from Figs. 3 and 4, (1) 
the onset of intermittent wetting at point B is very close to the mini
mum heat flux, hence it can be assumed / = 0 at the minimum heat 
flux, and (2) the onset of continuous liquid contact at point C coincides 
with the CHF point, and furthermore, point C approaches the mean 
value of voltage drop from the nucleate boiling side (continuous liquid 
contact) as indicated in Fig. 3, thus / = 1 can be assumed at CHF. 

The agreement between the probe measurement and Tong's ex
pression suggests a new method of predicting transition boiling. If 
QCHF and qps are given, with the measured fraction of wetted area by 
the probe, transition boiling can be calculated from equations (3) and 
(4). 

Conclusions 
1 The fraction of wetted area predicted using Kalinin's approach • 

in transition boiling under flow conditions compares favorably with 
the probe measurement. 

2 Transition boiling under flow conditions can be predicted if (1) 
(/CHF and qi?B are given, and (2) the measured fraction of wetted area 
from the probe is available. 

3 This study provides some insight of transition boiling phe
nomenon through the measurement of the fraction of wetted area. It 
is hoped that this will lead to improved modelling of the transition 
boiling process. 
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Correlation of Burnout Data for 
Disk Heaters Cooled by Liquid 
Jets1 

J. H. Lienhard2 and M. Z. Hasan3 

Elsewhere in this issue Katto and Shimizu [1] present excellent new 
observations of the peak or "burnout" heat flux, Qmax, for liquid jets 
impinging on horizontal disk heaters. Recently Lienhard and Eich-
horn [2] offered the following correlation for the burnout heat flux, 
</max> in this situation: 

M. = (Pa)A 

/('•) \We/l ' 

where 

(1) 

</> = " We,= PfUf 
2D 

&:P = 2 (2) 
Pgh/gii, ' a ' ps" d 

and where p/ and pe are the saturated liquid and vapor densities, hfg 

is the latent heat of the liquid, a is the surface tension, U[ and d are 
the jet velocity and diameter, and D is the heater diameter. The 
function, /(/'), cannot be obtained theoretically so the value of /(/•) ~ 
,.0.725 w a s borrowed from an earlier correlation of their own data [3, 
4] by Monde and Katto [3]. The exponent, A, requires further ex
planation: 

Equation (1) was based upon a stability criterion that says: burnout 
will occur when the rate at which kinetic energy of the evaporated 
liquid is added to the escaping mixture exceeds the rate at which the 
newly created surface of droplets consumes mechanical energy. To 
complete this balance it was argued on the basis of the droplet for
mation lit.erature'that 

droplet diameter ~d//tf lWef<l,2f5]"f1(r), (3) 

where f{r) was an unknown function and a was an unknown exponent. 
It is important to note that a might depend on either r or We/ without 
violating the rationale in [2]. The function A was 

A =• 
-3a 

- 6a 
: A(r or We/). (4) 
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Fig. 1 Determination of f(r) and A(r) 

In [2] A was found to depend weakly on Wef if f(r) was taken to be 
~r0-725. Now that Katto and Shimizu have provided an excellent set 
of data over a vastly extended range of r, let us leave / and A as un
determined functions for the moment.4 Then we plot 0/3 against 
Wef/I3

3 in Fig. 1, for the collected data of [1, 3, 4]. 
The data in Fig. 1 define a unique straight line for each value of r. 

The slope of each line is equal to A, and its intercept at /33/Wef = 1 
is equal to /(/'). These functions are plotted in Fig. 25 on the basis of 
faired lines through the data8 in Fig. 1. Notice that they define per
fectly smooth curves. A(r) is a complicated function bounded between 
approximately V4 and V2, and it can be approximated within ±3 per
cent over the range 1622 > r > 5, by the expression: 

A(r) =- 0.4346 + 0.1027 lnr - 0.0474 (lnr)2 + 0.00426 (lnr)3 (5) 

Actually it is more convenient to pick a value of A from Fig. 2 for use 
in computations than it is to use equation (5). The function /(;•) can 
also be read from Fig. 2, although it is given exactly by the straight 
line: 

/(;•) = 0.744 + 0.0084 r (6) 

The present correlation—equation (1) with values of A (;•) and f(r) 
from Fig. 2 is virtually the same as that given in [2] except in that the 
present functions A(r) and /(/') are valid over a large range of r. In [2] 
the function A(r) was not spelled out since data were only available 
for two values of/', and the power law function of Katto, et al. was used 
for /(/•). His power law function matched equation (6) very closely at 
the two values of r that were previously available. 

With known values of the functions, /(/') and A (r), we plot the final 
correlation for the 250 data points given in [1, 3,4] on $/?//(;•) versus 
(l6>'7We/•)/t<'', coordinates in Fig. 3. The correlation is very good—it 
brings more than 95 percent of the data together within ±20 percent. 
It also is interesting to note that the high data scatter is concentrated 
on the right-hand side of Fig. 3. This is the region of low velocity in 
which Froude number influences might be making themselves felt 
in the upward and downward facing nozzles used in the experiments. 

4 We are most grateful to Professor Katto for his permission to use these 
data. 

5 The use of logarithmic coordinates in Fig. 2 has no physical significance and 
it is used only to accommodate a wide range of numbers on our graph. 

6 These faired lines deviate almost imperceptibly from the calculated re
gression lines through the data. 

f ( r ) = 0.744 + 0.0087r 

Data' 
(see legend in Fig. 1) 

faired curve which is fitted quite 
accurately by eqn. (5) 

' 5 10 20 50 100 200 500 1000 2000 

ratio of saturated densities, r = P
t/P„ 

Fig. 2 The functions f(r) and A(r) 
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Fig. 3 Correlation of burnout heat flux data 

The scatter on the left half of the correlation and for all data with r 
< 50 is only ±7 percent. 

It also is interesting to see that Katto and Shimizu's I and V re
gions—while they do not lend any discontinuity to our correla
tion—can be identified. c7mox will be u/- independent when A = 1I^. 
With reference to Fig. 2, we see that this occurs when r is small, as they 
indicate. Notice too that the 27.9 bar (or 27.4 atm) data correlate 
perfectly in the present scheme because the correct value of/(;•) has 
been used. Of course, the reader should recognize that Katto and 
Shimizu are carrying through a general strategy of correlation which 
Katto and his coworkers have adapted to other systems as well. While 
we believe that equation (f) gives an improved correlation in this 
system, we do not intend that it should replace their general 
strategy. 
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